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A B S T R A C T

Enabling effective information search is an increasing problem, as technology enhances the ability to pub-
lish information rapidly, and large quantities of information are instantly available for retrieval. In this sce-
nario, topical search is the process of searching for material that is relevant to a given topic. Multi-objective
evolutionary algorithms have demonstrated great potential for addressing the topical search problem in very
large datasets. In an evolutionary approach to topical search, a population of queries is automatically gen-
erated from a given topic, and the population of queries then evolves towards successively better candidate
queries. Despite the promise of this approach, previous studies have revealed a common genotypic phenom-
enon: throughout evolution, the population tends to converge to almost identical sets of terms. This situation
reduces the solution set to a few queries and leads to the exploration of a very limited region of the search
space, which constitutes a limitation when users require different options from a topical search tool. This pa-
per proposes and evaluates strategies to favor diversity in evolutionary topical search. These strategies rely on
novel fitness functions, different parameterization for the crossover and mutation rates, and the use of multiple
populations to favor diversity preservation. Experimental results conducted using these strategies in combi-
nation with the NSGA-II algorithm on a dataset consisting of more than 350,000 labeled web pages indicate
that the proposed strategies show great promise for searching very large datasets, by helping to achieve query
and search result diversity without giving up precision.

© 2017.

1. Introduction

Effective information retrieval from very large datasets has be-
come increasingly important as technology enhances the ability to
publish information rapidly and large quantities of information are in-
stantly available for retrieval. In this scenario, topical search emerges
as a useful procedure that allows seeking material related to a topic of
interest [1,2].

There are many Big Data applications in which topical search
has proven to be useful. For instance, topical search can be applied
to support task-based information search, where an intelligent assis-
tant monitors the user's activity and retrieves information by con-
textualizing user's information requirements [3,4]. Another applica-
tion in which topical search can be usefully applied is deep Web ac-
cess, where queries are formulated to harvest deep Web resources

[5]. Topical search can also be applied to satisfy persistent infor-
mation interests, where a software agent can play an intermediary
role between a search interface and a user. In this kind of applica-
tions, the agent learns the user's interest profile and uses this pro-
file to construct queries automatically and to filter results, offering
information that is of interest to the
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user over an extended period of time [6–8]. Finally, topical search
shows great promise in the area of opinion mining, where topical
search is applied in social media to collect opinions about specific top-
ics [9,10].

Several techniques exist to infer and represent a topic of interest
to a user. This can be done by monitoring the user's activities, such
as web pages or social web content being recently visited, documents
being edited or emails being written [11–14]. Once the topic of inter-
est has been represented, a new major challenge is to develop mecha-
nisms to search for material related to the given topic.

By designing computational strategies for generating topical
queries it becomes possible to automate the process of retrieving
topic-relevant content. The development of such strategies will highly
depend on assessing the effectiveness of the generated queries. This
assessment is difficult because multiple objectives need to be consid-
ered to guide the query formulation process. In a broad sense, a query
is effective if it retrieves the material the user is looking for. Given a
predefined set of relevant items for a topic of interest, classical perfor-
mance metrics such as precision and recall can be computed for indi-
vidual queries to evaluate topical relevance. The precision of a query
is the fraction of documents retrieved (when posing the query) that are
relevant, while the recall of a query is the fraction of relevant docu-
ments that are actually retrieved.

https://doi.org/10.1016/j.asoc.2017.11.016
1568-4946/© 2017.
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As discussed in recent studies, evolutionary algorithms (EAs) have
proven to be successful in dealing with Big Data problems [15,16].
More specifically, the problem of topical search can be seen as a
multi-objective optimization problem where the objective function to
be maximized quantifies the effectiveness of a query [17,18].

In the topical-search optimization problem the initial set of can-
didate solutions is defined as the set of possible queries that can be
presented to a search interface. Another aspect of this optimization
problem is that the query space is a high-dimensional space, where
each possible term in a query accounts for a new dimension. This kind
of problems are computationally expensive and cannot be effectively
solved using analytical methods. Besides, the problem of query opti-
mization does not have optimal substructure, which means that an op-
timal solution cannot be constructed efficiently from optimal solutions
to its subproblems [19]. Therefore, existing methods to solve complex
problems by breaking them down into simpler steps are not effective
for our purpose. On the other hand, a query can be considered effec-
tive even if it is not an optimal one, at the same time as multiple and
diverse queries can provide satisfactory results. Therefore, we may be
interested in finding many near-optimal queries rather than a single
optimal one.

On the basis of the characteristics described above, EAs [20,21]
are applicable to the problem of learning to automatically formulate
optimal (or near-optimal) topical queries. Also, as mentioned above,
more than one, possibly conflicting objectives can be defined to mea-
sure query effectiveness, resulting in a Multi-Objective Optimization
Problem (MOOP) that may need to balance different criteria, such as
precision, recall or other metrics.

In previous research work we have successfully applied Multi-Ob-
jective Evolutionary Algorithms (MOEAs) to evolve a population of
topical queries [17,18], where the objectives to be maximized were
precision and recall. However, evaluating individual queries in terms
of precision and recall only provides a partial solution to the prob-
lem of measuring the performance of topical query generation. For the
topical-search applications discussed earlier, additional desiderata for
query generation strategies must be considered. In these applications,
the generated queries should be evaluated collectively rather than in-
dependently of each other. Therefore, besides attempting to achieve
high performance for the individual queries, it is important to jointly
attain high coverage and diversity while preserving local coherence.
In other words, we expect each topical query to be specific enough to
return mostly relevant results, but the whole set of queries needs to be
diverse enough not to miss many relevant results.

The problem of diversification of search results has been broadly
explored by the information retrieval community (see [22] for a recent
survey). In the meantime, population diversity has long been consid-
ered a critical issue in the performance of EAs [23]. However, to the
best of the authors’ knowledge, the solutions coming from the fields of
information retrieval and evolutionary computation have been treated
separately. Given the suitability of EAs to deal with the problem of
topical search and the importance of diversification of search results,
it is of great importance to investigate diversity preservation strate-
gies in the context of evolutionary topical search. This article reviews
and evaluates different aspects associated with the problem of diver-
sity preservation in MOEAs for the specific scenario of topical search.

The main contributions of this work include:

• The definition of specialized fitness functions, where query per-
formance not only depends on the results retrieved by the individ-
ual query but also depends on the results returned by other queries
in the same population. The new metrics involve a reformulation
of the classical precision and recall metrics, and we refer to them
as retrospective precision and retrospective recall. To help achieve
diversity,

the new metrics penalize queries that retrieve results that have been
previously obtained by other queries in the same population.

• The use of variable mutation and crossover rates by applying
hypo-crossover (low crossover probability), super-mutation (high
mutation probability), and hyper-mutation (very high mutation prob-
ability).

• The use of multiple populations of queries, to overcome the problem
faced when a single population of queries converges to almost iden-
tical sets of terms.

The proposed strategies are evaluated using classical performance
metrics as well as ad-hoc ones specifically aimed at assessing the di-
versity of the generated collection of queries as well as the coverage
of relevant results retrieved by the entire population of queries. Pop-
ulation diversity is evaluated at the genotypic level, by assessing the
diversity among the queries themselves, and at the phenotypic level
using the Pareto front of the solutions. Finally, by analyzing the global
recall reached by the population as a whole, it is possible to evaluate
diversity at another phenotypic level.

2. Background and related work

2.1. Topical search

The process of searching for online data can be guided by diverse
objectives. There are essential differences between searching for in-
formation to satisfy a particular consultation need and searching for
resources to support the process of topical search. Usually, the purpose
of a consultation is to find an answer to a particular question quickly
and accurately. On the other hand, the purpose of topical search is to
seek material based on a topic of interest. Different from the task of
fulfilling a consultation need, topical search usually does not require
a high-speed response. On the other hand, while accuracy is impor-
tant for topical search, additional criteria should be considered such as
high coverage and variety of results.

This article focuses on designing methods for topical search that
can be used for applications where high speed is not crucial, and the
main focus is to achieve high recall, novelty, and diversity without
giving up precision. These applications can be built on top of exist-
ing search interfaces and can be used in different scenarios, such as
searching for material to augment knowledge models [3,24], fulfilling
long-term information needs [6–8,4], collecting resources for topical
Web portals [25], accessing the deep Web [5], systematically review-
ing medical digital repositories or records to identify research litera-
ture or previous experiences relevant to a given disease [26], among
others.

The design of topic-based search methods usually requires the defi-
nition of methods for topic extraction and modeling, query generation,
query refinement, and topic-based filtering. A great variety of methods
have been proposed to search for material based on a topic or thematic
context [11,27–29,18,30]. Typically, these methods represent the user
thematic context as a set of terms and automatically generate queries
based on this representation.

A seminal context-based search system is the Remembrance Agent
[31], which operates inside the Emacs text editor and continuously
monitors the user's work to find relevant text documents, notes, and
emails previously indexed. Another influential context-based assis-
tant is the Watson system [11]. Watson uses contextual information
from documents that users are manipulating to automatically gen-
erate Web queries from the documents, using a variety of term-ex-
traction and weighting techniques for selecting suitable query terms,
filtering the matching results and clustering similar HTML pages.
In [28] three general approaches for searching in context are dis-
cussed: a query-rewriting technique, a rank-biasing technique, and
an iterative filtering
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techniques based on the use of a meta-search engine. An incremental
method for query refinement based on the notions of topic descrip-
tors and discriminators is introduced in [32]. Later [29], enhanced
this method by endowing the system with the ability to learn new con-
text-specific vocabulary. Another system called Leibniz [30] intro-
duces the notion of “contextual insights” to provide users with infor-
mation that is contextually relevant to the content that they are con-
suming or authoring. Some key aspects of the Leibniz system include
the prediction of the user's focus of attention, the addition of context
terms to the query and the adaptation of the results via post-process-
ing.

The application of EAs for searching has mostly focused on the
development of term-weight reinforcement techniques for query opti-
mization (e.g., [33,34]). EAs have also proved to be useful for devel-
oping inductive query-by-example (IQBE) techniques with the abil-
ity to identify new documents that are similar to documents initially
provided by users [35,36]. These techniques were shown to outper-
form traditional techniques based on relevance feedback. A compar-
ative study of different MOEA strategies to learn Boolean queries in
the context of the IQBE paradigm is presented in [37]. Other search
approaches based on EAs have focused on refining the initial set of re-
sults using improved queries [38–40,17,18]. However, different from
the current study, these approaches do not address the problem of di-
versity preservation.

2.2. Diversification of search results

The problem of diversification of search results has been exten-
sively studied in the information retrieval community. A study pre-
sented in [41] discusses the importance of optimizing the relevance
of results at the document set level instead of at the single document
level. This is closely related to our goal of attaining coverage and di-
versity at the global level. However, instead of proposing strategies for
attaining diversity, their goal is to compare clustering and diversifica-
tion of search results using a unified evaluation framework, where the
notion of subtopic plays a key role. A seminal work by [42] proposes
to re-rank the list of results to reduce redundancy. This is achieved
by using a metric called “marginal relevance” that is a linear com-
bination of relevance and novelty. A document has a high score if it
is both relevant to the query and contains minimal similarity to the
previously retrieved results. More recently, a large number of frame-
works for Web search result diversification that explicitly account for
the various aspects associated with an underspecified query have been
proposed (e.g., [43–45]). However, these approaches focus on meth-
ods aimed at identifying diverse results associated with a single query
rather than on generating diverse queries associated with a topic of in-
terest, as is done by the methods proposed in this article.

Several strategies for diversifying search results rely on query
diversification mechanisms. A technique for suggesting alternative
queries to Web users is proposed in [46]. This technique takes an ini-
tial query and suggests diverse queries that are semantically related
to the original query. It relies on the use of query-URL click through
data and is based on Markov random walk. Other techniques for
diversifying query suggestions take advantage of existing informa-
tion sources, such as topics from Wikipedia (e.g., [47]) or employ
the WordNet ontology for identifying different senses of the orig-
inal query (e.g., [48]). Existing methods for query diversification
sometimes require an initial description defining a topic of interest
that allows identifying diverse aspects (or subtopic). In this case,
the goal is to generate diverse queries that can cover multiple as-
pects associated with a topic or task. In [49] query diversification
is attained by taking a document from which multiple aspects can
be identified. Since documents are typically long, they can be used
to generate several queries covering their vari

ous aspects or subtopics. These queries are then filtered by selecting
those ones that are more relevant to the query document, as well as
novel relative to the current query suggestion list. A comprehensive
survey of search result diversification approaches is presented in [22].
It is worth mentioning that all of these proposals address the prob-
lem of diversification of search results by applying strategies consid-
erably different from those presented in this article. In particular, none
of these strategies rely on the application of EAs for topical retrieval.

2.3. Multi-objective evolutionary algorithms

EAs [20,21] are robust optimization techniques based on the prin-
ciple of “natural selection and survival of the fittest,” which claims “in
each generation the stronger individual survives and the weaker dies”
[50]. Therefore, each new generation would contain stronger (fitter)
individuals than their ancestors.

To use EAs in optimization problems we need to define candi-
date solutions (also called individuals) by chromosomes consisting of
genes and a fitness function to be minimized (or maximized). A pop-
ulation of individuals is maintained. The goal is to obtain better solu-
tions after some generations. To produce a new generation, EAs typ-
ically use selection together with the genetic operators of crossover
and mutation. Parents are selected to produce offspring, favoring those
parents with highest values of the fitness function. Crossover of popu-
lation members takes place by exchanging subparts of the parent chro-
mosomes (roughly mimicking a mating process), while mutation is the
result of a random perturbation of the chromosome (e.g., replacing the
value of a gene by another allele).

Although crossover and mutation can be implemented in many dif-
ferent ways, their fundamental purpose is to explore the search space
of candidate solutions (also known as decision variable space), im-
proving the population at each generation by adding better offsprings
and removing inferior ones. It is important to remark that this explo-
ration is guided by the selection operator, which uses the fitness values
associated with the candidate solutions. Therefore, these fitness val-
ues constitute the space where the selection works (also known as ob-
jective function space). For this reason, the fitness function defines a
mapping between the decision variable space and the objective func-
tion space. Several introductory books and survey articles are avail-
able for a complete study of the topic [51–53,21].

In multi-objective optimization problems (MOOPs) the quality of
a solution is defined by its performance in relation to several, possi-
bly conflicting, objectives. Traditional methods are very limited be-
cause, in general, they become too expensive as the size of the prob-
lem grows [54,55]. In this context, MOEAs became suitable tech-
niques based on EAs for dealing with MOOPs [56,57,21]. There are
many approaches to multi-objective optimization using MOEAs and,
in general, they can be classified in Pareto or non-Pareto EAs. In the
first case, the evaluation is made following the Pareto dominance con-
cept [58].

Dominance is a partial order that could be established among vec-
tors defined over an n-dimensional space. Using a multi-objective fit-
ness function it is possible to define a relation between vectors xi in the
decision variable space and vectors ui in the objective function space.
Therefore, a Pareto optimal solution is an individual, xj, within the de-
cision variable space, whose corresponding vector components in the
objective function space, uj, cannot be all simultaneously improved for
any other ui, with i ≠ j. A non-dominated set of a feasible region in
the objective function space defines a Pareto Front (PF), and the set
of its associated vectors in the decision variable space is called the
Pareto Optimal Set. The Pareto-based algorithms use the concept of
domination for the selection mechanism to move a population toward
the Pareto Front. In contrast, in the non-Pareto EAs, the objectives are
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combined to obtain a single evaluation value to be used for the selec-
tion mechanism.

The results discussed in this work are based on the application
of NSGA-II (Non-dominated Sorting Genetic Algorithm – II) [59],
which is one of the most studied and efficient Pareto EAs and is based
on non-domination sorting. We refer the reader to [59,56] for a de-
tailed explanation of NSGA-II and other MOEAs. The PISA platform
[60] was used to implement the strategies analyzed in this work.

2.4. Diversity preservation in evolutionary algorithms

There are two central goals in Pareto-based MOOPs: (1) to dis-
cover solutions as close to the Pareto-optimal solutions as possible,
and (2) to find solutions as diverse as possible in the obtained
non-dominated front. The first goal requires a search towards the
Pareto-optimal region, while the second goal requires a search along
the Pareto-optimal front. While the first purpose could be partially
guided by the evolutionary process, the second one demands a selec-
tion mechanism that considers diversity.

According to traditional assessments of diversity [61,62], a di-
verse set of solutions should cover the entire Pareto-optimal region
uniformly. This means there are two different aspects of diversity: the
extent or spread of extreme solutions and the distribution or relative
distance among solutions. Alternative approaches could be adopted to
maintain diversity. Typically, a measure diversity among individuals
needs to be computed, which can be based on either the individuals’
genotype (i.e., computed in the decision variable space) or phenotype
(i.e., computed in the objective function space).

A widely adopted measure to assess diversity is Max-Sum Diver-
sity [63], which is used to maximize the sum of distances among
the individuals. Alternatively, the Max-Min Diversity measure [64]
is used to maximize the minimum distance among the individuals.
Other measures include the Min-P-Center Diversity measure [65], in
which the greatest of the minimum distances is minimized and the
Max-Mean Diversity measure [66], which is aimed at maximizing the
average distance among the individuals. In [67] a MOEA is proposed
to simultaneously optimize several diversity measures.

Our problem domain is suitable for computing diversity by consid-
ering either the genotype or phenotype representation of the individ-
uals. For example, genotypic diversity can be promoted by consider-
ing the vector representations of the individual queries, computing the
similarity among them and penalizing those queries that are similar to
many other queries. On the other hand, an approach based on pheno-
typic similarity could take into consideration information associated
with the retrieval results of each query. A simple implementation of
query phenotypic similarity could consist in counting the number of
common results returned by two queries.

Several Niching methods have been developed to address issues
related to diversity. The best-known strategies aimed at niching are
crowding [68] and fitness sharing [69]. In both cases, the goal is to
obtain solutions uniformly distributed over the PF. Crowding methods
favor individuals from less crowded regions. A notion of crowding
distance is defined to quantify how crowded a region is. The crowding
distance of a solution xi is a measure of the decision variable space
around xi which is not occupied by any other solution in the popu-
lation. Details on how this measure is implemented can be found in
[57].

Fitness sharing is a diversity-preserving mechanism that modi-
fies the landscape by reducing the payoff in densely populated re-
gions. The fitness of an individual is lowered by an amount nearly
equal to the number of similar individuals in the population. The
main disadvantage of this method is that it is necessary to provide
the niche size parame

ter, which defines a neighborhood of solutions in the objective func-
tion space.

A key issue with niching techniques has to do with the computa-
tional cost associated with the estimation of some measure of simi-
larity among individuals. An appealing and less expensive technique
that favors the exploration of diverse solutions is local selection [70].
This approach is similar to but more efficient than fitness sharing. It
has the advantage of allowing parallel implementation for distributed
tasks, an important pro in the information retrieval scenario. This is
achieved by evaluating the fitness function by an external environ-
ment that provides appropriate data structures for maintaining shared
resources. This technique is amenable to the information retrieval task,
where each retrieved document can be marked so that the same docu-
ment does not yield payoff multiple times.

Beyond the study of the diversity of the individuals at the tradi-
tional genotypic and phenotypic levels, a population fitness measure
is introduced in this work to evaluate the diversity of a population
as a whole. The concept of population fitness is present in biology
[71], supported by the principle of community heritability attributed
to Goodnight [72,73]. This principle said: “if the interactions among
the members of the community are passed intact from the parent com-
munity to the offspring community, the interaction will be heritable at
the community level”. Therefore, if the population is considered as the
unit of survival, a population with high fitness is one that has a high
tendency to out-reproduce other populations. Note that population fit-
ness can be unrelated to the concept of average fitness in the popula-
tion.

In EAs, an example of population fitness is incorporated in the
Parisian Approach [74], which is denoted as global fitness. In this al-
gorithm, a global solution is built by the combination of the informa-
tion provided by several members of the population, whose individual
performances are evaluated by a local fitness. In our application, we
use a population fitness measure named global recall, which in turn
gives rise to another population fitness measure named global f-mea-
sure. The global recall function computes the recall over the complete
set of queries contained by the whole population. In the meantime, the
global f-measure function combines recall at the global (population)
level and precision at local (individual) level.

Another strategy usually exploited for diversity improvement is
based on the concept of multiple populations [75]. The idea behind
these EAs consists in defining subpopulations which evolve indepen-
dently; thus the unique features of each subpopulation can be effec-
tively preserved, and the diversity of the entire population is benefited.
In some algorithms, these subpopulations can exchange information,
as it is the case in Multi-population Coevolutionary Algorithms [76],
but in other cases, a complete isolated evolution is executed over each
subpopulation [77]. In this work, this last alternative of multi-popula-
tion algorithm is explored.

Fig. 1 presents a summary of the background concepts and related
work discussed in this section.

3. A MOEA framework for diversity-preserving topical search

This section reviews the general framework to evolve topical
queries presented in [18]. It also describes how the original frame-
work was adapted and augmented to cope with the problem of diver-
sity preservation. In [18], the authors propose to apply two MOEAs
to the problem of retrieving documents based on a given topic. The
first MOEA uses NSGA-II to evolve a population of queries guided
by two objectives: (1) to attain high query precision, and (2) to attain
high query recall. The second MOEA is a non-linear aggregative algo-
rithm that is also driven by precision and recall. Also, three non-evo-
lutionary query generation methods were tested to determine if the
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Fig. 1. A summary of background concepts and related work.
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MOEAs show improvements over the non-evolutionary approaches.
The non-evolutionary methods include the following:

• Baseline: the queries are generated by taking words from the de-
scription associated with each topic.

• Divergence from Randomness mechanism with Bose–Einstein statis-
tics: this method, also known as Bo1 [78], is considered one of the
most highly effective successors of the classical Rocchio's query-re-
finement method [79].

• Supervised Divergence from Randomness mechanism with
Bose–Einstein statistics: this method, to which we refer to as Bo1*,
is a supervised version of Bo1 and hence it is considered even more
effective because it uses relevance information to determine the
most informative terms to be used for query expansion.

The evaluation of these methods over more than a hundred topics
reported in [18] showed that the queries evolved by the two MOEAs
attain higher precision and recall than the queries generated by apply-
ing the non-evolutionary techniques. As a consequence, this work will
not compare the performance of MOEAs for query generation against
non-evolutionary methods. Instead, it will focus on the evaluation
of different computational strategies that can be applied to MOEAs
to achieve high performance in terms of precision and recall, while
attempting to attain diversity. To achieve this, we construct several
computational strategies based on the combination of different fitness
functions and different mutation and crossover rates. Each strategy
uses the NSGA-II algorithm to evolve topical queries starting with a
population of queries composed of terms extracted from an initial de-
scription of the given topic. The topic description is available in the
ODP distribution files used in our experiments (as explained in Sec-
tion 4.1) and typically consists of a few sentences briefly describing
the content of the pages indexed under that topic. It is important to
note that the topic description is a good starting point for the query
generation process since it is a summary provided by an editor who is
familiar with the topic.

As generations pass, queries associated with improved search re-
sults will predominate. Furthermore, the mating process continually
combines these queries in new ways, generating ever more sophisti-
cated solutions. In particular, the mutation mechanisms can be imple-
mented in such a way that novel terms, i.e., terms that are not in the
initial user context, are brought into play.

3.1. Population and representation of chromosomes

The decision variable space Q contains all possible queries that
can be formulated to a search interface. Thus the population of chro-
mosomes is a multiset of queries (note that repetitions are possible).
In other words, each population is an element of . Each chromo-
some is represented as a list of terms t1, t2, …, tq, where each term
ti corresponds to a gene that can be manipulated by the genetic op-
erators. The population is initialized with a fixed number of queries
randomly generated with terms from the topic description. Note that
while initial terms are randomly chosen to form queries, the selection
mechanism of the implemented evolutionary strategies will favor the
most effective terms in subsequent generations. The number of terms
in each of the initial queries will be random, with a constant upper
bound on the query size. Although the sizes of the initial queries are
never more than a predefined constant, the sizes of some queries in
subsequent generations can exceed this limit. This is because applying
the crossover operator can change the offspring size.

The terms forming each query are not sorted and may be re-
peated within a query. While term repetition does not have an im-
pact on matching for retrieval, it may have an impact on document
ranking, and hence it can affect some fitness functions such as Pre-
cision@10 (de

scribed in the next section). While all terms in the initial population of
queries come from the initial topic description, novel terms can be in-
cluded in the queries after mutation takes place. These novel terms are
obtained from a mutation pool (described in Section 3.4), which is an
ever increasing set of terms that may or may not be part of the initial
context.

In our analysis, we have looked at the evolution of a single popu-
lation and also at the parallel evolution of multiple independent popu-
lations, as a strategy for addressing the problem of diversity preserva-
tion.

3.2. Fitness functions

A fitness function defines the criterion for assessing the quality of
a query. Assuming that it is possible to distinguish relevant documents
from non-relevant ones, it is possible to measure the precision of a
query as the fraction of retrieved documents that are relevant. More-
over, if the set of relevant documents is known in advance, it is pos-
sible to measure the recall of a query as the fraction of relevant docu-
ments that have been retrieved.

In the adopted model, queries are interpreted following the disjunc-
tive semantics, which means that a single matching term is sufficient
to retrieve a document. Let Dt be the set containing all the documents
associated with topic t, including those in its subtopics. To define pre-
cision we associate with the search space Q and topics T a function
Precision : Q × T → [0, 1] that can numerically evaluate an individual
query q for a given topic t as follows:

where Aq is the answer set associated with q, containing all the docu-
ments returned by a search engine when q is used as a query.

The selection of a weighting model for assigning scores to the re-
trieved documents will strongly influence query performance. For this
purpose, we have used a vector representation of the query. Docu-
ments are weighted based on the TF-IDF scheme (term frequency-in-
verse document frequency) [80] and similarity between queries and
documents is computed based on the cosine similarity metric [81].
Therefore, a ranking over the retrieved documents is possible. This re-
trieval configuration will typically result in a large number of matches,
sorted by their similarity to the query vector. Therefore, rather than
looking at precision, we take precision at rank 10 [82], which is the
fraction of the top 10 retrieved documents which are known to be rele-
vant. To define precision at rank 10 we associate with the search space
Q and topics T a function Precision @ 10 : Q × T → [0, 1] that can nu-
merically evaluate an individual query q for a given topic t as follows:

where Dt was defined above and the set consists of the top-10
ranked documents in the answer set Aq returned by a search engine
when q is used as a query. Notice that the size of might be less
than 10 if the search engine returns less than 10 results for the query
q.

On the other hand, recall is defined as a function Re-
call : Q × T → [0, 1] as follows:
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where Aq and Dt were defined above.
We define two novel fitness functions to penalize those queries

that do not help to achieve diversity, namely retrospective precision
at rank 10 and retrospective recall, which are analogous to the clas-
sical Precision@10 and Recall metrics. The approach adopted to de-
fine these fitness functions is bio-inspired and mimics a multiset of in-
dividuals (queries) in a population competing to consume a finite re-
source (relevant documents). Therefore, the outputs of the retrospec-
tive fitness functions for a given individual qi, not only depend on qi
but also depend on other individuals in the same population. Let P be
a population of queries. To formally define the retrospective fitness
functions it is necessary to assume a total order ≺ on the queries that
constitute P. Given the totally ordered multiset P and a query qi ∈ P,
we define the set as the union of the top ten results returned by
each of the queries that precedes qi:

The set can be thought of as the set of resources that have been
consumed by other individuals preceding qi, assuming each individ-
ual can consume up to ten resources. Then the set is used to
numerically evaluate an individual query qi in terms of retrospec-
tive precision at rank 10, using the function Retro-Precision@10:

defined as follows:

In a similar way, let the set RP,qi be the union of the results returned
by each of the queries q1, q2, … qi−1, defined as:

The set RP,qi represents the set of resources that other individuals pre-
ceding qi have already consumed, without imposing a limit on the
number of resources that each individual could consume. To com-
pute retrospective recall we define the function Retro-Recall:

as follows:

These fitness functions are aimed at evaluating the precision at
rank 10 and recall of a query in such a way that those results that have
been retrieved by a previous query (based on the established ordering)
in the same population are disregarded. Therefore, the established or-
dering has an important impact on the values of these fitness functions,
since it determines how the results retrieved by a query affect the fit-
ness of those queries that are evaluated subsequently.

In this work, the ordering is defined in such a way that the best per-
forming queries are given priority. If two queries are equally effective,
then a random choice is made to favor one over the other. This priority
imposed over individuals attempts to mimic the natural fact that the
fittest individuals in a population tend to have an advantage over the
weakest individuals when competing for a finite resource. Therefore,
for each generation it is necessary to rate each query based on its per-
formance. To avoid circularity and to obtain a single measure of query
performance we take the harmonic mean of the classical (non-retro-
spective) Precision and Recall functions, resulting in an aggregated
function F − measure : Q × T → [0, 1] defined as follows:

The F-measure function returns a performance rating for each query,
allowing to establish a total order for the population of queries at each
generation. If two or more queries have the same F-measure value,
then we force a total order by arbitrarily breaking any existing tie.

3.3. Genetic operators

A new generation in our EAs is determined by a set of operators
that select, recombine and mutate queries of the current population.

• Selection: After ranking the solutions, a population of n offsprings
is created using recombination, mutation and a diversity-preserving
binary tournament selection operator based on crowding distances.
This operator, known as crowded tournament selection is in charge
of the NSGA-II selection procedure. According to it, a solution xi
wins a tournament with another solution xj if the following condi-
tions are true:
– If solution xi has a better (smaller) rank than solution xj,
– If the ranks of both solutions are the same, the solution located in

the less crowded region is preferred.
• Crossover: Some of the selected queries are carried out into the next

generations as they are, while others are recombined to create new
queries. The recombination of a pair of parent queries into a pair of
offspring queries is carried out by copying selected terms from each
parent into the descendants. The crossover operator used in our pro-
posal is known as single-point. It results in new queries in which
the first n terms are contributed by one parent and the remaining
terms by the second parent, where the crossover point n is chosen
at random. Our analysis will consider the application of crossover
at different probability rates. In particular, we will study the use of
crossover at a typical probability rate (P = 0.7), and hypo-crossover,
which refers to a low crossover probability (P = 0.35).

• Mutation: Small random changes can be produced to the new popu-
lation of queries. These changes consist in replacing a randomly se-
lected query term tq by another term tp. The term tp is obtained from
a mutation pool (described next). Besides testing mutation at a typi-
cal probability rate (P = 0.03), we will analyze the effect of applying
super-mutation (P = 0.3) and hyper-mutation (P = 0.7).
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3.4. Mutation pool

The mutation pool is a set that initially contains terms extracted
from the topic description under analysis. As the system collects rel-
evant content, the mutation pool is updated with all the non-stopword
terms found in the relevant documents that have been recovered. This
procedure brings new terms to the scene, allowing a broader explo-
ration of the search space and making it possible to learn new vocabu-
lary from relevant documents.

4. Evaluating the diversity-preserving strategies

4.1. Data collection and experimental setup

To run our evaluations we used the evaluation framework de-
scribed in [83]. This framework was built by collecting the URLs as-
sociated with 448 topics from the Open Directory Project (ODP – http:
//dmoz.org). The topics were selected from the third level of the ODP
hierarchy. Some constraints were imposed on this selection with the
purpose of ensuring the quality of our corpus. For each topic, we col-
lected all of its URLs as well as those in its subtopics. The minimum
size for each selected topic was 100 URLs and the language was re-
stricted to English. The total number of collected pages was more than
350,000. The Terrier framework [84] was used to index these pages
and to run our experiments. We used the stopword list provided by
Terrier and Porter stemming was performed on all terms. We divided
each topic in such a way that two-thirds of its pages were used to cre-
ate a training index and the remaining one-third of the corpus was used
for testing.

The evaluation was carried out by randomly choosing two different
topics out of the 448 indexed topics. The topics selected to carry out
the evaluations were BODY PAINTING and BIOINFORMATICS. For each
of these two topics, we used its ODP description to characterize it as
an initial set of terms. The ODP topic description is available in the
ODP distribution files and typically consists of a few sentences briefly
describing the content of the pages indexed under that category.

A statistical study was conducted to determine significant differ-
ences between the performance of several combinations of strategies
described in the following paragraphs. The study consisted on the cal-
culation of mean values (over average population values) across all
runs and their corresponding confidence intervals at the 95% level.
The statistical evaluations were performed in two stages. In the first
stage we used the training set to evolve queries and monitored the per-
formance (using average population values) of the queries at each gen-
eration. For each of the two topics used in the evaluation, 50 runs of
the MOEAs were executed. The number of generations for each run
was set to 166 while the population consisted of 100 queries. These
values were strategically selected after a previous analysis that al-
lowed us to conclude that increasing the number of generations or the
size of the population beyond these values did not have a significant
effect on the results.

For each analyzed topic the population of queries was randomly
initialized using its ODP description. The size of each query was a
random number between 1 and 32. We should point out that existing
search engines use up to a fixed number of query terms and ignore
subsequent ones (e.g., Google's query size limit is 32 terms). Applying
the crossover operation could eventually increase the query size be-
yond this limit. The terms that go beyond that limit are ignored when
the query is formulated (because they occur beyond the query size
limit), but they may be taken into account in subsequent generations
when these terms become part of an offspring query after recombina-
tion takes place.

For the second stage we took the queries evolved during the first
stage and evaluated them on the test set. The goal was to determine if
the evolved queries for a particular topic were effective on a new cor-
pus (the test set). Note that the training and test sets contain the same
topics (and therefore the same topic descriptions) but different docu-
ments.
With the purpose of comparing different strategies, we first evalu-
ated MOEAs that employed various combinations of fitness functions.
Each combination attempted to optimize two different objectives, one
aimed at attaining high precision (e.g., Precision, Precision@10 or
Retro-Precision@10), and the other aimed at attaining high recall
(e.g., Recall or Retro-Recall). Finally, we carefully selected three dif-
ferent combinations of fitness functions to report a manageable, yet
representative subset of results:

Co1 Precision@10 and Recall.
Co2 Precision@10 and Retro-Recall.
Co3 Retro-Precision@10 and Retro-Recall.

Combination Co1 involved classical measures of performance and
therefore was taken as a baseline for comparison purposes. Also,
Co1 was used in conjunction with other strategies, such as different
crossover and mutation rates, as well as multiple populations to an-
alyze the independent effect of these additional strategies. Combina-
tions Co2 and Co3 were used to analyze the effect of incorporating the
two retrospective fitness functions (i.e., Retro-Recall and Retro-Preci-
sion@10), one at a time. In the same way as for Co1, these two com-
binations were analyzed in conjunction with different crossover and
mutation rates, as well as with single and multiple populations. This
allowed to analyze the cumulative effect of combining more than one
diversity preservation strategies.
The settings for the mutation and crossover rates that we report in this
article are the following:

Normal The probability of crossover was set to 0.7 (normal)
and the probability of mutation was set to 0.03 (nor-
mal).

HypoC The probability of crossover was set to 0.35
(hypo-crossover) and the probability of mutation was
set to 0.03 (normal).

SuperM The probability of crossover was set to 0.7 (normal)
and the probability of mutation was set to 0.3 (su-
per-mutation).

HyperM The probability of crossover was set to 0.7 (normal)
and the probability of mutation was set to 0.7 (hy-
per-mutation).

HypoC+SuperM The probability of crossover was set to 0.35
(hypo-crossover) and the probability of mutation
was set to 0.3 (super-mutation).

These rates were selected based on the expertise obtained in pre-
vious work [see Ref. 17]. The analysis was carried out for both sin-
gle and multiple populations. In our setting, a single population con-
sists of a multiset of queries that interact with each other. The in-
teraction between individual queries in the same population is given
in the usual way for EAs: through competition (as the result of ap-
plying binary tournament selection) and through recombination (as
the result of applying the crossover operator to two queries). It is
worth noting that when the retrospective fitness functions are ap-
plied (i.e., Retro-Precision@10 or Retro-Recall), individual queries
also compete at a different level, with a bias in favor of those queries
that are evaluated first. On the other hand, for the multi-population
case, different populations of queries evolve in such a way that there
is no interaction between any two populations. In our evaluations,
we have analyzed single-popula
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tion MOEAs with 100 individuals and multi-population MOEAs con-
sisting of 10 independent populations with 100 individuals each.

Our analysis includes the results of evaluating the single- and
multi-population strategies in conjunction with the three different
combinations of fitness functions (Co1, Co2 and Co3), and, in turn,
combined with the five different settings for mutation and crossover
rates (Normal, HypoC, SuperM, HyperM, and HypoC+SuperM).
As a result, a total number of 30 different computational strategies are
reported for each of the analyzed topics. The comparison is based on
results averaged over 100 queries and 50 runs.

As mentioned earlier, the computational strategies proposed had
two central goals: (1) to discover optimal or near-optimal solutions
with respect to the given performance measures, and (2) to find solu-
tions as diverse as possible. In the following sections we analyze the
degree to which these goals are met by the computational strategies
introduced above. The application of multi-population strategies as an
upgrade to the single population ones only has an impact on diversity,
without affecting the performance metrics of Precision@10 and Re-
call. This claim was empirically tested and naturally follows from the
approach adopted to implement the multi-population strategies ana-
lyzed in this work, where each of the populations of queries evolves as
a single population, without any interaction with the other populations.
Therefore, in Section 4.2 we report the Precision@10 and Recall per-
formance values achieved by the 15 single-population strategies. In
addition, we present a visual analysis of the Pareto Fronts achieved by
these strategies. This is followed by a study of different aspects of di-
versity, extending our analysis to both single and the multiple popula-
tions.

The analysis of population diversity is reported in Section 4.3,
where we initially focus on the similarity between queries using the
well-known cosine similarity formula [81]:

where (q1, q2) is a pair of queries and is the TF vector representation
of qi, based on the terms in the query. A global similarity coefficient
value is then computed by averaging the similarity between all pairs
of queries (qi, qj) in the population of queries P = {q1, q2, … qn}:

To provide additional insights on population diversity, the distribu-
tions of the Pareto Fronts for multiple populations of queries is re-
ported and contrasted with those obtained for single populations.

Section 4.4 provides an analysis of the population performance at
a global level by reporting classical global performance metrics as
well as ad hoc ones. A standard method to quantify population per-
formance is by computing the area of a Pareto-approximated front
in objective space. This area can be calculated in a similar way to
the area under the receiver operating characteristic curve (or AUC),
using the trapezoidal technique [56]. AUC values range between 0
and 1, with maximum accuracy achieved when AUC = 1. To ex-
tended the global performance analysis we propose two ad hoc global
metrics adapted from classical information retrieval metrics. We re-
fer to these two metrics as global

recall and global f-measure. Let the set A(P) be the union of the re-
sults returned by a population of queries P = {q1, q2, … qn}:

where Aqi is defined in the usual way as the set of results returned by
qi. Given a query population P?NQ and a topic t, we compute global
recall as a function defined as fol-
lows:

To conclude the global performance analysis we compute the
global f-measure as the harmonic mean of the average precision at
rank 10 and the global recall of a population of queries. Formally,
given a population of queries P?NQ and a topic t ∈ T, the global
f-measure is a function de-
fined as follows:

where is the arithmetic mean of the precision at
rank 10 evaluated across all queries in the population P:

The Global-F-measure function returns a performance rating for a
whole population of queries, allowing to assign an aggregated global
score to each of the evaluated strategies.

4.2. Performance analysis

In this section, we will evaluate the diversity strategies using dif-
ferent criteria. Tables 1, 2 and 3 summarize the figures used in each
analysis. It is important to remark that figures whose numbering starts
with ”S” are provided in the supplementary material. These figures are
not included in the discussion of performance analysis, but they show
complementary results to those reported in this article.

Table 1 provides an overview of the figures related to performance
evaluations reported for the 15 single-population strategies generated
by the combination of the different fitness functions and parameter
settings for two topics (BODY PAINTING and BIOINFORMATICS). The
goal of these experiments is to contrast the different alternatives in
terms of the Precision@10 and Recall metrics. Table 1 also provides
an overview of the figures showing the Pareto Fronts (PFs) achieved
by the reported strategies.

Figs. 2 and 3 show the evolution of the Precision@10 and Recall
metrics during the training process. In both cases, the configurations
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Table 1
An overview of the figures reporting the performance of the different strategies in terms
of Precision@10 and Recall, as well as the Pareto Fronts achieved by these strategies
using evolution objectives Co1, Co2 and Co3.

Metric Training Testing

P@10 Fig. 2 Fig. 5
Recall Fig. 3 Fig. 6
Both (Pareto Front) Fig. 4 Fig. 7
P@10 (Error Bars) Fig. S1a Fig. 8a
Recall (Error Bars) Fig. S1b Fig. 8b

with hyper-mutation overcome the other parameterizations. Regard-
ing the alternative fitness functions, the use of retrospective evalua-
tions (Co2 and Co3) achieves the best performance in terms of Pre-
cision@10, but the classical approach (Co1) obtains the best results
in terms of Recall. Nevertheless, the retrospective metrics achieve a
quite reasonable evolution of their Recall values in the presence of
high mutation rates. In contrast, Co1 has an erratic behavior for the
Precision@10 values, which become decreasing after reaching the
50th generation. Therefore, from a general viewpoint, the retrospec-
tive metrics are preferable over the classical ones.

Fig. 4 shows the PFs evaluated for the Precision@10 and Recall
objectives. In particular, the PFs of maximum AUC obtained by the
different combinations of fitness functions and parameter settings are
reported. In all cases, the best PFs are obtained with high levels of mu-
tation (SuperM, HyperM, and HypoC+SuperM).

Figs. 5 and 6 show the evolution of the Precision@10 and Recall
metrics during the testing process, whereas Fig. 7 depicts the PFs of
maximum AUC obtained during the testing stage. These results are
analogous to those achieved from the training datasets, showing the
benefits of using high levels of mutation. Fig. 8 illustrates with box
plots the confidence intervals at the 95% level for the mean values of
Precision@10 and Recall for the last generation of evolved queries
evaluated on the testing data. An important finding that derives from
observing the performance of the queries on the testing set is that the
MOEAs are not overfitting the training data.

Summarizing from these figures, it is clear that the retrospec-
tive fitness functions, as well as high levels of mutation contribute
to a better evolution of the genetic algorithm in terms of the clas-
sical metrics used in information retrieval (Precision@10 and Re-
call). An interesting observation from the analysis of Fig. 2 is the
superiority in terms of Precision@10 of Co2 and Co3 over Co1 in
most of the parameterization settings. This is surprising, especially
in the case of Co3, where Preci

Fig. 2. The evolution of Precision@10 for the topics BODY PAINTING (top) and BIOINFORMATICS (bottom) when the pair of objectives to be maximized are given by combinations
Co1, Co2, and Co3. Each point represents the mean values across the runs taking the average population performance.

Fig. 3. The evolution of Recall for the topics BODY PAINTING (top) and BIOINFORMATICS (bottom) when the pair of objectives to be maximized are given by combinations Co1, Co2,
and Co3. Each point represents the mean values across the runs taking the average population performance.
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Fig. 4. Pareto fronts of a single population of queries evaluated on the training set for the topics BODY PAINTING (top) and BIOINFORMATICS (bottom) when the pair of objectives to
be maximized are given by combinations Co1 (left), Co2 (center) and Co3 (right). The reported results correspond to the runs with Pareto fronts of maximum AUC on the objective
space Precision@10 vs. Recall.

Fig. 5. Evaluating Precision@10 on the test set using the queries evolved for the topics BODY PAINTING (top) and BIOINFORMATICS (bottom) when the pair of objectives to be maxi-
mized are given by combinations Co1, Co2, and Co3. Each point represents the mean values across the runs taking the average population performance.

sion@10 is not an objective to be maximized. Nevertheless, we should
take into account that Precision and Recall are normally competing
objectives. Since Co1 has Recall as one of the two objectives to max-
imize and both Co2 and Co3 attempt to maximize Retro-Recall in-
stead of Recall, we conjecture that an explanation for the observed
behavior is that Precision@10 (for the case of Co2) and Retro-Pre-
cision@10 (for the case of Co3) undergo less degree of competition
with Retro-Recall than with the classical Recall metric.

Another possible explanation for the superiority of the retrospec-
tive fitness functions over the classical ones is that the formers effec-
tively achieve greater diversity (as will be analyzed in the next sec-
tion). This result in a better exploration of the solution space, avoiding
premature convergence and having a positive impact on the precision
attained by the population of individuals.

4.3. Diversity preservation analysis

Table 2 contains an outline of the figures presented for contrasting
the performance of the different single- and multi-population evolu-
tionary strategies in terms of Similarity. It also contains an outline of
the figures that illustrate the PFs for multiple populations of queries.
The main goal of these experiments is evaluating the impact of several
strategies on the diversity preservation of the populations.

Figs. 9 and 10 show the evolution of the Similarity metric for the
different combinations of fitness functions and parameter settings us-
ing single and multiple populations respectively. An increase of Simi-
larity represents a loss of genotypic diversity in the populations. Nor-
mally, every evolutionary algorithm presents a decreasing genotypic
diversity when is converging to the optimal regions of the search
space.
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Fig. 6. Evaluating Recall on the test set using the queries evolved for the topics BODY PAINTING (top) and BIOINFORMATICS (bottom) when the pair of objectives to be maximized are
given by combinations Co1, Co2, and Co3. Each point represents the mean values across the runs taking the average population performance.

Fig. 7. Pareto fronts of a single population of queries evaluated on the test set for the topics BODY PAINTING (top) and BIOINFORMATICS (bottom) when the pair of objectives to be
maximized are given by combinations Co1 (left), Co2 (center), and Co3 (right). The reported results correspond to the runs with Pareto fronts of maximum AUC on the objective
space Precision@10 vs. Recall.

However, this drop in the levels of diversity should occur slowly
and gradually over the first generations of evolution. This desirable
behavior is exhibited in Figs. 9d and 10d, where the fitness functions
with retrospective metrics reach the lower values of Similarity. Re-
garding the comparison between population models, it is clear that the
use of multiple populations significantly improves the genotypic di-
versity.

Figs. 11 and 12 show the PFs evaluated for the Precision@10 and
Recall goals, using multi-population strategies, from the training and
testing datasets respectively. In particular, the PFs of maximum AUC
obtained by the different combinations of fitness functions and para-
meter settings are reported. In all cases, the best PFs are obtained with
high levels of mutation (HyperM). These results are consistent with
the basic precepts of evolutionary computing, which state that high
levels of mutation population promote the preservation of diversity.

4.4. Global performance analysis

Table 3 presents an overview of the figures related to global perfor-
mance evaluations reported for the single- and multi-population strate-
gies generated by the combinations of the different fitness functions
and parameter settings. These plots illustrate the concept of popula-
tion fitness by computing the global metrics, defined above, over the
complete set of queries that integrate a single population and multiple
populations.

Figs. 13 and 14 show the maximum, average and minimum values
of AUC obtained for the different combinations of fitness functions
and parameterizations from the training and testing datasets respec-
tively. The reported results correspond to the PF of maximum AUC
obtained in the different runs. In all cases, the parameterizations with
high values of mutation achieve the best performance. With regard to
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Fig. 8. Confidence intervals at the 95% level for the mean values of Precision@10 and Recall evaluated on the test set using the queries evolved for the topics BODY PAINTING (left)
and BIOINFORMATICS (right). Each point represents the mean values across the runs taking the average population performance for the last generation of queries and the bars show
the corresponding confidence intervals.

Table 2
An overview of the figures contrasting the performance of the different strategies in
terms of Similarity and the Pareto Fronts achieved by the multi-population strategies us-
ing evolution objectives Co1, Co2 and Co3.

Metric Set Single pop Multi-pop

Similarity Fig. 9 Fig. 10
Max AUC Training – Fig. 11
Max AUC Testing – Fig. 12
Similarity Error Bars Fig. S2 Fig. S3
Max Cardinality Training Fig. S4 Fig. S5
Max Cardinality Testing Fig. S6 Fig. S7

the fitness functions, in the case of the training set, the alternative
based on the use of classical metrics (Co1) achieves better coverage
(AUC) that the functions based on retrospective metrics. However,
when queries are evaluated on the test set, the three combinations
(Co1, Co2, and Co3) show a similar behavior.

We should point out that while the PFs for single populations are
obtained for populations of 100 individuals, the PFs for multiple pop-
ulations are obtained by looking at super populations of size 1000 (10
sets of single populations, each containing 100 individuals). Typically,
the size of the population affects the PF (with an increased AUC value
for larger populations). In some way, this explains why the maximum,
average and minimum AUC values across runs for the multi-popula-
tion strategies are superior to the values achieved by the single-popu-
lation strategies. This result is a good indicator of the advantage of us-
ing multiple populations rather than single populations. However, we
should mention that this advantage not only results from having super

populations with a larger number of individuals for the multi-popula-
tion case but from the fact that the subpopulations that comprise each
super population have evolved independently one from the other, at-
taining a higher coverage when jointly creating a Pareto Front.

Fig. 15 shows the means and confidence intervals at the 95% level
for the last generation of evolved queries evaluated on the testing data
for the Global-Recall metric. As it can be observed, higher mutation
rates reach better results in terms of this metric and, in particular, the
Co1 fitness functions combination seems to be better than Co2 and
Co3. On the other hand, with respect to the single and multi-pop-
ulation strategies, the last ones show higher values regardless the
crossover and mutation setup.

Figs. 16 and 17 show the evolution of Global-F-measure for the
different combinations of fitness functions and parameter settings dur-
ing the training phase, using single and multiple populations respec-
tively. For both topics, the best performances are obtained using high
mutation and retrospective recall. In particular, the classical metrics
(Co1) have a poor evolution pattern, decreasing their values after the
50th generation.

Figs. 18 and 19 show the evolution of Global-F-measure for the
different combinations of fitness functions and parameter settings dur-
ing the testing stage, using single and multiple populations respec-
tively. The conclusions about the evolution of Global-F-measure are
similar to those obtained for the training datasets. In these plots, Co3
achieves the best performance using hyper-mutation.

Finally, Fig. 20 shows the means and confidence intervals at the
95% level for the Global-F-measure metric. As it was expected from
the corresponding evolution figures, higher mutation rates in combina
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Fig. 9. Evaluating the similarity among queries at different generations using a single population of queries for the topics BODY PAINTING (top) and BIOINFORMATICS (bottom)
when the pair of objectives to be maximized are given by combinations Co1, Co2, and Co3. Each point represents the mean values across the runs taking the average population
performance.

Fig. 10. Evaluating the similarity among queries at different generations using multiple populations of queries for the topics BODY PAINTING (top) and BIOINFORMATICS (bottom)
when the pair of objectives to be maximized are given by combinations Co1, Co2, and Co3. Each point represents the mean values across the runs taking the average population
performance.

tion with Retro-Recall reach a much superior performance than the
Co1 option.

Global-F-measure combines Precision@10 and Global-Recall and
therefore it provides a key score for each of the evaluated strategies as
it integrates the assessment of the two main objectives of this research
study. In other words, the Global-F-measure values achieved on the
test set summarize the ultimate effectiveness of each of the evaluated
strategies in simultaneously attaining a good coverage of relevant re-
sults at a global level and preserving accuracy at the local level. The
fact that Co2 and Co3 are consistently superior to Co1 in terms of
Global-F-measure (showing a statistically significant superiority in
most cases) is a good indicator of the advantages of the retrospective
fitness functions for preserving diversity without losing precision.

It is also interesting to note that Co2 and Co3 tend to achieve
similar performance (not only in terms of Global-F-measure but also
in terms of other performance analysis measures reported in this ar-
ticle). This may be because those queries that retrieve results that
were previously retrieved by other queries are penalized in a simi-
lar way by the retrospective fitness functions used in Co2 and Co3.
We conjecture that the effect of penalizing a query by Retro-Re-
call only (as is the case in Co2) might be almost identical to the
effect of penalizing the same

query in terms both Retro-Precision@10 and Retro-Recall (as is the
case in Co3).

A final analysis of the Global-F-measure values on the test set
(Fig. 20) suggests that the best strategy corresponds to the use of mul-
tiple populations, combined with low levels of crossover and high lev-
els of mutation (HypoC+SuperM) and to the adoption of Retro-Preci-
sion@10 and Retro-Recall as the objectives to be maximized (Co3).
However, there is not a statistically significant superiority between
this specific strategy and other reported strategies that take a
multi-population approach with high levels of mutation (SuperM, Hy-
perM, or HypoC+SuperM) as long as at least one of the retrospective
fitness functions is used (Co2 or Co3).

5. Conclusion and future work

This work provides a systematic study of different computational
strategies aimed at dealing with the diversity preservation problem in
topic-based search, which constitutes a particular case of Big Data
application. Topical search is formulated as a multi-objective op-
timization problem, where the optimal solutions are approximated
by evolving populations of topical queries from an initial descrip-
tion of the topic of
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Fig. 11. Pareto fronts of multiple populations of queries evaluated on the training set for the topics BODY PAINTING (top) and BIOINFORMATICS (bottom) when the pair of objectives
to be maximized are given by combinations Co1 (left), Co2 (center), and Co3 (right). The reported results correspond to the runs with Pareto fronts of maximum AUC on the objec-
tive space Precision@10 and Recall.

Fig. 12. Pareto fronts of multiple populations of queries evaluated on the test set for the topics BODY PAINTING (top) and BIOINFORMATICS (bottom) when the pair of objectives to
be maximized are given by combinations Co1 (left), Co2 (center), and Co3 (right). The reported results correspond to the runs with Pareto fronts of maximum AUC on the objective
space Precision@10 and Recall.

interest. The adopted approach for learning topical queries and the de-
rived strategies for attaining diversity are fully automatic and can be
applied to retrieve content related to any topic for which a description
(topic characterization) and a set of relevant documents (training set)
are available. The studied strategies include the use of specially devel-
oped diversity preservation fitness functions to which we refer to as
retrospective fitness functions. The use of lower crossover rates and

higher mutation rates, as well as the use of multiple populations of
queries, have also been studied as a means to attain diversity. All these
strategies were evaluated individually and in combination with each
other.

The evaluations focused on analyzing the performance of the dif-
ferent strategies in terms of classical IR evaluation metrics (Pre-
cision@10 and Recall), as well as in terms of diversity preserva-
tion indicators
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Table 3
An overview of the figures reporting the global performance of the different strategies
using evolution objectives Co1, Co2 and Co3.

Metric Figure

Single pop Multi-pop

Training Testing Training Testing

AUC Bars Fig. 13 Fig. 14 Fig. 13 Fig. 14
Global Recall – Error Bars Fig. S12a Fig. 15a Fig. S12b Fig. 15b
Global F-measure Fig. 16 Fig. 18 Fig. 17 Fig. 19
Global F-measure – Error Bars Fig. S13a Fig. 20a Fig. S13b Fig. 20b
Global Recall Fig. S8 Fig. S10 Fig. S9 Fig. S11

such as query similarity and the spread of the Pareto fronts. The final
assessment was completed by looking at global performance measures
such as the AUC of the Pareto fronts, the Global-Recall attained by the
whole population of queries and a specially defined global measure
called Global-F-measure, which simultaneously accounts for Preci-
sion@10 and Global-Recall. Our final assessment suggests that the
most effective strategies are those that use retrospective fitness func-
tions, apply high mutation rates and evolve multiple populations of
queries rather than a single one.

A critical element in the analysis of evolutionary algorithms ap-
plied to the exploration of very large collections of documents is
their suitability for parallelization [85,86]. In this sense, it is impor-
tant to mention that the strategies based on the use multiple pop-
ulations are easily

parallelizable and can be naturally executed on a cluster of machines
through models that automatically support parallelism, such as
MapReduce [87].

In the future, we plan to investigate additional strategies, such as
adaptive mutation [88] as a means to attain diversity. Adaptive muta-
tion can be naturally integrated into our approach by monitoring pop-
ulation diversity and adjusting the mutating rate accordingly. We also
plan to investigate the use of similarity among queries as an objective
to be minimized, as well as the use of alternative fitness functions that
attempt to favor diversity by applying strategies different from those
proposed in this work. Regarding the multi-population strategy, our
next step is to explore the use of co-evolution using island models
[89]. This kind of co-evolution models favors the use of adaptive para-
meter settings and parallel and distributed computing [90], which are
common practices when evolutionary computing methods are applied
in Big Data domains.
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Fig. 13. Maximum, average and minimum AUC evaluated on the training set for the topics BODY PAINTING (left) and BIOINFORMATICS (right) when the pair of objectives to be
maximized are given by combinations Co1 (top), Co2 (middle), and Co3 (bottom). Each bar shows the mean value across the runs of the corresponding AUC.
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Fig. 14. Maximum, average and minimum AUC evaluated on the test set for the topics BODY PAINTING (left) and BIOINFORMATICS (right) when the pair of objectives to be maxi-
mized are given by combinations Co1 (top), Co2 (middle), and Co3 (bottom). Each bar shows the mean value across the runs of the corresponding AUC.
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Fig. 15. Confidence intervals at the 95% level for the mean values of Global-Recall evaluated on the test set using the queries evolved using a single population of queries (top)
and multiple populations of queries (bottom) for the topics BODY PAINTING (left) and BIOINFORMATICS (right). Each point represents the mean value across the runs for the last
generation of queries and the bars show the corresponding confidence intervals.

Fig. 16. The evolution of Global-F-measure for the topics BODY PAINTING (top) and BIOINFORMATICS (bottom) using a single population of queries when the pair of objectives to
be maximized are given by combinations Co1, Co2, and Co3. Each point represents the mean value across the runs.
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Fig. 17. The evolution of Global-F-measure for the topics BODY PAINTING (top) and BIOINFORMATICS (bottom) using multiple populations of queries when the pair of objectives
to be maximized are given by combinations Co1, Co2, and Co3. Each point represents the mean value across the runs.

Fig. 18. Evaluating Global-F-measure on the test set using the queries evolved for the topics BODY PAINTING (top) and BIOINFORMATICS (bottom) using a single population of
queries when the pair of objectives to be maximized are given by combinations Co1, Co2, and Co3. Each point represents the mean value across the runs.

Fig. 19. Evaluating Global-F-measure on the test set using the queries evolved for the topics BODY PAINTING (top) and BIOINFORMATICS (bottom) using multiple populations of
queries when the pair of objectives to be maximized are given by combinations Co1, Co2, and Co3. Each point represents the mean value across the runs.
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Fig. 20. Confidence intervals at the 95% level for the mean values of Global-F-measure evaluated on the test set using the queries evolved using a single population of queries (top)
and multiple populations of queries (bottom) for the topics BODY PAINTING (left) and BIOINFORMATICS (right).
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