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1 Introduction and motivations

User support systems have evolved in the last years as specialized tools to assist
users in a plethora of computer-mediated tasks by providing guidelines or hints [19].
Recommender systems are a special class of user support tools that act in coopera-
tion with users, complementing their abilities and augmenting their performance by
offering proactive or on-demand, context-sensitive support. Recommender systems
are mostly based on machine learning and information retrieval algorithms, provid-
ing typically suggestions based onquantitativeevidence (i.e. measures of similarity
between objects or users). The inference process which led to such suggestions is
mostly unknown (i.e. ‘black-box’ metaphor). Although the effectiveness of existing
recommenders is remarkable, they still have some serious limitations. On the one
hand, they are incapable of dealing formally with the defeasible nature of users’
preferences in complex environments. Decisions about user preferences are mostly
based on heuristics which rely on ranking previous user choices or gathering in-
formation from other users with similar interests. On the other hand, they are not
equipped with explicit inference capabilities. This is a hindrance for providing ex-
planation facilities which could help the user to assess the analysis underlying the
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recommendations provided (i.e., which elements were taken into account in order
to come up with a specific suggestion).

In fact, quantitative approaches in AI, as opposed to qualitative approaches, have
often been criticized for their inability to obtain conclusions supported by a ratio-
nally justified procedure. The quantitative techniques adopted by most existing user
support systems suffer also from this limitation. The absence of an underlying for-
mal model makes it hard to provide users with a clear explanation of the factors and
procedures that led the system to come up with some particular recommendations.
As a result, serious trustworthiness issues may arise, especially in those cases when
business interests are involved, or when external manipulation is possible. Logic-
based approaches could help to overcome these issues, enhancing recommendation
technology by providing a means to formally express constrains and to draw infer-
ences. In this context, frameworks for defeasible argumentation [10, 25] constitute
an interesting alternative for empowering recommendation technologies by provid-
ing appropriate inference mechanisms for qualitative reasoning. In fact, the argu-
mentation paradigm has proven to be successful in a growing number of real-world
applications such as multiagent systems [3, 6], legal reasoning [24], intelligent web-
based forms [15], and semantic web [26, 9], among many others.

This chapter presents a generic approach to characterizeargument-based recom-
mender systems, i.e. user support tools in which recommendations are provided on
the basis of arguments. The proposed approach is based on modelling user pref-
erence criteria by means of facts, strict rules and defeasible rules encoded in an
argumentation formalism. These preference criteria are combined with additional
background information and used by the argumentation framework to prioritize po-
tential suggestions, thus enhancing the final results provided to the user. The rest
of the chapter is structured as follows. Section 2 presents an overview of current
recommender system technologies. Section 3 summarizes the main elements of De-
feasible Logic Programming, a general-purpose argumentation formalism based on
logic programming used for our proposal. Section 4 discusses our approach to em-
powering recommendation technologies through argumentation. Section 5 describes
a particular application which emerged as an instance of this approach, oriented
towards providing suitable decision support in the context of content-based web
search. Finally, Section 6 discusses related work and Section 7 presents some con-
clusions and future research directions.

2 Recommendation Technologies: an overview

Recommendation systems are aimed at helping users to deal with the problem of
information overload by facilitating access to relevant items. They attempt to gener-
ate a model of the user or user’s task and apply diverse heuristics to anticipate what
information may be of interest to the user. User support systems operate in associa-
tion with the user to effectively accomplish a range of tasks. Some of these systems
serve the purpose of expanding the user’s natural capabilities, for example by acting
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as intelligence or memory augmentation mechanisms [13]. Some of these systems
reduce the user’s work by carrying out the routinizable tasks on the user’s behalf.
Others offer tips on how to refine or complete human generated products (such as
electronic documents) by highlighting potential inaccuracies and proposing alterna-
tive solutions, thus minimizing the user’s cognitive effort. Some aides “think ahead”
to anticipate the next steps in a user’s task providing the capability for the user to
confirm the prediction and ask the system to complete the steps automatically.

Recommender systems are a special class of user support tools that act in coop-
eration with users, complementing their abilities and augmenting their performance
by offering proactive or on demand context-sensitive support. They usually operate
by creating a model of the user’s preferences or the user’s task with the purpose of
facilitating access to items (e.g., news, web pages, books, etc.) that the user may find
useful. While in many situations the user explicitly posts a request for recommen-
dations in the form of a query, many recommender systems attempt to anticipate the
user’s needs and are capable of proactively providing assistance. In order to come
up with recommendations for user queries, conventional recommender systems rely
onsimilarity measuresbetween users or contents, computed on the basis of methods
coming either from the information retrieval or the machine learning communities.
Recommender systems adopt mainly two different views to help predict informa-
tion needs. The first approach is known asuser modelingand relies on the use of
a profile or model of the users, which can be created by observing users’ behavior
(e.g., [20]). The second approach is based ontask modeling, and recommendations
are based on the context in which the user is immersed (e.g., [7]). The context may
consist of an electronic document the user is editing, web pages the user has recently
visited, etc.

Two main techniques have been used to compute recommendations:content-
basedand collaborative filtering. Content-based recommenders [23] are driven
by the premise that user’s preferences tend to persist through time. These recom-
menders frequently use machine-learning techniques to generate a profile of the
active user. Typically, a model of the active user is stored as a list of rated items.
In order to determine if a new item is a potentially good recommendation, content-
based recommender systems rely on similarity measures between the new items and
the rated items stored as part of the user model. On the other hand, recommender
systems based on collaborative filtering [28] are based on the assumption that users’
preferences are correlated. These systems maintain a pool of users’ profiles associ-
ated with items that the users rated in the past. For a given active user, collaborative
recommender systems find other similar users whose ratings strongly correlate with
the current user. New items not rated by the active user can be presented as sugges-
tions if similar users have rated them highly.

A combination of collaborative-filtering and content-based recommendation gives
rise tohybrid recommender systems(e.g., [4]). Other combinations can be made re-
sulting on other kinds of hybrid technologies. A survey of hybrid recommender
systems can be found in [8]. Additional dimensions of analysis for recommender
systems are the content of the suggestion (e.g., news, URLs, people, articles, text,
products), the purpose of the suggestion (e.g., sales or information), the event that
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triggers the search for suggestions (by user’s demand or proactively), and the level
of intrusiveness (none, low, moderate or high).

2.1 Limitations of current recommendation technologies

Although large amounts of qualitative data is available on the Web in the form
of rankings, opinions, and other facts, this data is hardly used by existing recom-
menders to perform inference. Even quantitative data available on the Web could
give rise to highly reliable and traceable suggestions if used by a system with the
ability to perform qualitative inference on this data. An important deficiency of cur-
rent recommendations technologies, therefore, is due to their inability to qualita-
tively exploit these data. This gives rise to a number of research opportunities for
the development of a new generation of recommenders.

• Exposing underlying assumptions.Because the evidence used to provide sug-
gestions is not traced or tracked, existing recommenders are unable to expose the
underlying assumptions to careful scrutiny by the user. While recommendations
in the form of simple pointers or hints may be useful in many situations, it is easy
to come up with scenarios in which the user may need further evidence before
taking a course of action based on a recommendation.

• Dealing with the defeasible nature of users’ preferences.Users preferences
are dynamic and typically change as time evolves or as new material becomes
available for analysis. Because quantitative approaches are not equipped with
mechanism to revise previous conclusions, the changing nature of users pref-
erences is poorly dealt with. Modeling the dynamics of users preferences can
help to keep the system up-to-date, without disregarding selections and decisions
made by the user in the past.

• Approaching trust and trustworthiness. Recommendation technologies are in-
creasingly gaining importance in commercial applications. However, most exist-
ing systems simply focus on tracking a customer’s interests and make suggestions
for the future without a contextualized justification. As a result the user is unable
to evaluate the reasons that led the system to present certain recommendations.
In certain domains (e.g., e-commerce), this is not sufficient, as this lack of justifi-
cation can be associated with ulterior motives on the recommendation provider’s
side, leading to lack of confidence or reliability [22]. This emerging area requires
a careful investigation of the notion of trust and trustworthiness.

• Proving rationally compelling arguments.The absence of a formal model un-
derlying quantitative approaches makes it hard to provide users with a justifi-
cation of why certain recommendations should be trusted or preferred. In many
situations, more than one potential course of action could be proposed by a rec-
ommendation tool. However, the convenience of using these support tools is lim-
ited if no rational arguments for these suggestions are provided to help the user
make a final decision.
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Fig. 1 A schematic view of a hybrid recommender system

• Going beyond the basic collaborative model.Because trust is to a great de-
gree subjective, quantifying trust by combining measures coming from a pool of
credibility assessments may not be entirely realistic. Although the “wisdom of
the crowds” [29] is typically useful, it should be combined in a rational manner
with information coming from individual users or communities.

A solution to some of these problems can be provided by integrating existing
user support technologies with appropriate inferential mechanisms for qualitative
reasoning. As we will see in the next sections, the use of argumentation will al-
low to enhance recommender systems with inference abilities to present reasoned
suggestions, which the user will be able to further investigate and accept only if a
convincing case can be made by the recommendation tool.
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3 Defeasible Logic Programming in a Nutshell1

Defeasible logic programming (DeLP) [14] is a general-purpose defeasible argu-
mentation formalism based on logic programming, intended to model inconsistent
and potentially contradictory knowledge. A defeasible logic program has the form
P = (Π ,∆), whereΠ and∆ stand forstrict anddefeasibleknowledge, respectively.
The setΠ involvesstrict rulesof the formP ← Q1, . . . ,Qk andfacts(strict rules
with empty body), and it is assumed to benon-contradictory(i.e., no complemen-
tary literalsP and∼P can be inferred, where∼P denotes the contrary ofP). The set
∆ involvesdefeasible rulesof the formP −−≺Q1, . . . ,Qk, which stand for “Q1, . . .Qk

provide a tentative reason to believe P.” Rules in DeLP are defined in terms oflit-
erals. A literal is an atomA or the strict negation (∼A) of an atom. Default negation
(denotednot A) is also allowed in the body of defeasible rules (see [14] for details).

Deriving literals in DeLP results in the construction ofarguments. An argument
A for a literal Q (denoted〈A ,Q〉) is a (possibly empty) set of ground defeasible
rules that together with the setΠ provide a proof for a given literalQ, satisfying
the additional constraints ofnon-contradiction(i.e., an argument should not allow
the derivation of contradictory literals) andminimality(i.e., the set of defeasible in-
formation used to deriveQ should be minimal).2 Note that arguments are obtained
by a mechanism similar to the usual query-driven SLD derivation from logic pro-
gramming, performed by backward chaining onbothstrict and defeasible rules; in
this context a negated literal∼P is treated just as a new predicate nameno P. In
DeLP, arguments provide tentative support for claims (literals). Clearly, as a pro-
gramP represents incomplete and tentative information, an argument〈A ,Q〉 may
be attackedby other arguments also derivable fromP. An argument〈B,R〉 is a
counter-argumentfor 〈A ,Q〉 whenever a subargument〈A ′,Q′〉 (with A ′ ⊆ A )
in 〈A ,Q〉 can be identified, such that〈B,R〉 and〈A ′,Q′〉 cannot be simultane-
ously accepted since their joint acceptance would allow contradictory conclusions
to be inferred fromΠ ∪A ′∪B. If the attacking argument〈B,R〉 is preferred over
〈A ′,Q′〉, then〈B,R〉 is called adefeaterfor 〈A ,Q〉. The preference criterion com-
monly used isspecificity[14], preferring those arguments which are more direct or
more informed, although other criteria could be adopted.

In DeLP the search for defeaters for a given argument〈A ,Q〉 prompts a recur-
sive process, resulting in the generation of adialectical tree: the root node of this
tree is the original argument at issue, and every children node in the tree is a defeater
for its parent. Additional restrictions help to avoid circular situations when comput-
ing branches in a dialectical tree, guaranteeing that every dialectical tree is finite
(see [14] for details). Nodes in the tree can be marked either asdefeated(D-nodes)
or asundefeated(U-nodes). The marking of the dialectical tree is performed as in
an AND-OR trees: leaves are always marked as undefeated nodes (as they have no
defeaters); inner nodes can be be marked either as undefeated (if and only if every

1 For an in-depth description of Defeasible Logic Programming the reader is referred to Chapter??
in this book.
2 This definition of argument was originally introduced by Simari & Loui [30].
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of its children nodes is marked as defeated) or as defeated (whenever at least one
of its children has been marked as undefeated). The original argument〈A ,Q〉 (the
root of tree) is deemed as ultimately acceptable orwarrantedwhenever it turns out
to be marked as undefeated after applying the above process.

Given a DeLP programP, solving a queryQ with respect toP may result in
four possible answers:

• YES (there is at least one warranted argumentA for Q);
• NO (there is at least one warranted argumentA for ∼Q);
• UNDECIDED (none of the previous cases hold); and
• UNKNOWN (Q is not present in the program signature).

The emerging semantics is skeptical, computed by DeLP on the basis of the goal-
directed construction and marking of dialectical trees, which is performed in a
depth-first fashion. Additional facilities (such as visualization of dialectical trees,
zoom-in/zoom-out view of arguments, etc.) are integrated in the DeLP environment
to facilitate user interaction when solving queries. The DeLP environment is avail-
able online athttp://lidia.cs.uns.edu.ar/delp client .
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4 Argument-based Recommendation Technologies

We contend that argument-based reasoning can be integrated into recommender sys-
tems in order to provide a qualitative perspective in decision making. This can be
achieved by integrating inference abilities to offer reasoned suggestions modelled in
terms of arguments in favor and against a particular decision. This approach comple-
ments existing qualitative techniques by enriching the user’s mental model of such
computer systems in a natural way: suggestions are statements which are backed by
arguments supporting them. Clearly, conflicting suggestions may arise, and it will
be necessary to determine which suggestions can be considered as valid according
to some rationally justified procedure. The role of argumentation is to provide a
sound formal framework as a basis for such analysis.

In this context, our proposal is based on modelling users’ preference criteria in
terms of a DeLP program built on top of a traditional content-based search engine.
Figure 4 depicts the basic architecture of a generic argument-based user support sys-
tem based on DeLP. In such a setting users’ preferences and background knowledge
can be codified as facts, strict rules and defeasible rules in a DeLP program. These
facts and rules can come from different sources. For example, user’s preferences
could be entered explicitly by the user or could be inferred by the system (e.g., by
monitoring the user’s behavior). Additional facts and rules could be obtained from
other repositories of structured (e.g., databases) and semistructured data (e.g., the
web.).

We will distinguish particular subsets in a DeLP program, representing different
elements in a user support system. For example, a DeLP program could take the
form P = Puser∪Ppool∪Pdomain, where setsPuser andPpool represent pref-
erences and behavior of the active user and the pool of users, respectively. In the
case of the active user, his/her profile can be encoded as facts and rules in DeLP.
In the case of the pool of users, rule induction techniques are in order3 resulting in
defeasible rules characterizing trends and general preference criteria (e.g.,normally
if a given user likes X then she also likes Y). The setPdomainrepresents the domain
(background) knowledge, encoded using facts and rules in DeLP. Either proactively
or upon a user’s request, an argument-based user support system triggers the search
for suggestions. If needed, the collected results could be codified as facts and added
to the DeLP program. Finally, a DeLP interpreter is in charge of performing the
qualitative analysis on the program and to provide the final suggestions to the user.

Given the programP, a user’s request is transformed into suitable DeLP queries,
from which differentsuggestionsare obtained. For the sake of simplicity, we will
assume in our analysis that user suggestions will be DeLP terms associated with a
distinguished predicate namerel (which stands forrelevantor acceptable as a valid
suggestion). Using this formalization, suggestions will be classified into three sets,
namely:

• Sw (warranted suggestions): those suggestionssi for which there exists at least
one warranted argument supportingrel(si) based onP;

3 An approach for inducing defeasible rules from association rules can be found in [17].
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• Su (undecided suggestions): those suggestionssi for which there is no warranted
argument forrel(si), neither there is a warranted argument for∼rel(si) on the
basis ofP, and

• Sd (defeated suggestions): those suggestionssi such that there is a warranted
argument supporting∼rel(si) on the basis ofP.

Given a potential suggestionsi , the existence of a warranted argument〈A1, rel(si)〉
built on the basis of the DeLP programP will allow to conclude thatsi should be
presented as a final suggestion to the user. If results are presented as a ranked list
of suggestions, then warranted suggestions will be more relevant than those which
are undecided or defeated. Note that the above classification has a direct correspon-
dence with the doxastic attitudes associated with answers to DeLP queries.
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5 Providing Argument-based User Support for Content-Based
Web Search

We will present next a particular instantiation of our approach: an argument-based
recommendation tool for content-based search queries [12]. In this context, the
intended user support system aims at providing an enriched (content-based) web
search engine which categorizes results, where the user’s needs correspond to strings
to be searched on the web. The underlying search engine may be a conventional
search engine (e.g., GOOGLE), or a specialized content-based search engine. Final
recommendation results for a queryq are prioritized according to domain back-
ground knowledge and the user’s declared preferences. Figure 4 illustrates the ar-
chitecture of our argument-based recommender system.

Given a user queryq, it will be given as an input to a traditional content-based
web search engine, returning a list of search resultsL. If required, the original query
q could be suitably re-formulated in order to improve the quality of the search results
to be obtained. In the listL we can assume thatsi is a unique name characterizing
a piece of informationin f o(si), in which a number of associated features (meta-
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ALGORITHM Recommendon Query
INPUT: Queryq, DeLP programP = Puser∪Ppool∪Pdomain
OUTPUT: List Lnew{recommendation results wrtP ′}
Let L = [s1,s2, . . .sk] be the output of solvingq
wrt content-based search engineSE
{L is the list of (the first k) results obtained from query q via SE}
Psearch= {facts encodingin f o(s1), in f o(s2) . . .in f o(sk)}
{in f o(si) stands for features associated with result si }
P ′ := Revise(P ∪Psearch).
{Revisestands for a belief revision operator to ensure consistency inP ′ }
Initialize Sw, Su, andSd as empty sets.
{Sw, Su, and Sd stand for the set of results si ’s which are warranted as
relevant, undecided and warranted as non-relevant, respectively}
FOR EVERY si ∈ L
DO
Solve queryrel(si) using DeLP programP ′

IF rel(si) is warrantedTHEN addsi to Sw

ELSE
IF ∼rel(si) is warrantedTHEN addsi to Sd

ELSE addsi to Sd

Return RecommendationLnew = [sw
1 ,sw

2 , . . . ,sw
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u
1,s

u
2, . . . ,s

u
j2,s

d
1, . . . ,s

d
j3]

Fig. 5 High-level algorithm for solving queries with argumentation support in content-based
search

tags, filename, URL, etc.) can be identified. We assume that such features can be
identified and extracted fromin f o(si) by some specialized tool, as suggested by
Hunter [18] in his approach to dealing with structured news reports. Such features
will be encoded as a setPsearch of new DeLP facts, extending thus the original
programP into a new programP ′. A special operatorRevisedeals with possible
inconsistencies found inPsearch with respect toP ′, ensuringP ∪Psearch is not
contradictory.4 Following the algorithm shown in Figure 5 we can now analyzeL
in the context of a new DeLP programP ′=P ∪Facts, whereFactsdenotes the
set corresponding to the collection discussed above andP corresponds to domain
knowledge and the user’s preferences about the search domain.5 For eachsi , the
query rel(si) will be analyzed in light of the new programP ′. Elements in the
original list L of content-based search results will be classified into three sets of
warranted, undecided, and defeated results. The final output presented to the user
will be a sorted listL′ in which the elements ofL are ordered according to their
epistemic status with respect toP ′. Figure 5 outlines a high level algorithm, which
will be exemplified in the case study shown next.

4 For example, contradictory facts may be found on the web. A simple belief revision criterion is
to prefer the facts with a newer timestamp over the older ones.
5 In this particular context, note thatP = Pdomain∪Puser.
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5.1 A worked example

Example 1.Consider a tourist who wants to search for books about London. A
content-based queryq containing the termsbooks, about, Londonwill return thou-
sands of search results. The tourist performing the query may have some implicit
knowledge to guide the search, such as:

1. She usually considers as relevant those books about London which are not out-
dated and are written by authors with good reputation.

2. She trusts a ranked list provided by the websitewww.rankings.com to as-
sess the quality of a given author. Authors ranked less than 20 are considered
trustworthy.6

3. According to the tourist’s opinion, there is a particular author (John Doyle) which
has a good reputation in books about London (independently of web-based rank-
ings).

4. Usually all search results which include the keyword‘London’ are of interest,
but not those involving‘Jack’ and‘London’ (as they are assumed to belong to
the American writer Jack London, and not the city of London).

5. she usually likes books which are not expensive (not exceeding $ 300), except for
those books published by Acme Inc. (in that case, she is willing to pay a higher
price).

6. she usually considers non-relevant those books published by Boring Books Ltd.

Such rules and facts can be modelled in terms of a DeLP programP as shown
in Figure 7. Note that some rules inP rely on “built in” predicates computed else-
where and not provided by the user.

For the sake of example, let us suppose that the original query“books about
London” returns a list of content-based search resultsL=[s1, s2, s3, s4]. Note that a
traditional content-based search engine would present these results exactly in this
order to the user, independently of the user’s preferences or background knowledge.
However, as discussed before, most of such results will be associated with XML or
HTML pages, in which a number of attributes can be identified (e.g. author, date,
URL, etc.). Such attributes can be encoded in a collection of DeLP facts as shown in
Figure 6. We can now analyzes1, s2, s3 ands4 in the context of the user’s preference
theory about the search domain by considering the DeLP programP ′=P∪Facts,
whereFactsdenotes the set corresponding to the collection of facts in Figure 6. For
eachsi , the queryrel(si) will be analyzed wrt this new programP ′.

Consider the case fors1. The search for an argument forrel(s1) returns the argu-
ment〈A1, rel(s1)〉: s1 should be considered as a relevant item since it corresponds
to a book about London written by a good author (John Doyle), and at a reasonable
price. In this case we have the argument7

6 It must be remarked that the ranked list mentioned in this example is fictitious, although websites
such asall-rankings.com (a trademark of Lists & Ranks, S.L., Barcelona, Spain) allow
to create such lists, making them available to others users. In this example the number 20 is an
arbitrary threshold value, just for illustrative purposes.
7 For the sake of clarity, semicolons to separate elements in an argumentA = {e1 ; e2 ; . . . ; ek }.
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A1= { rel(s1) −−≺goodauthor(s1), aboutlondon(s1), goodprice(s1) ;
goodauthor(s1) −−≺author(s1, ‘john doyle’ ), trust(‘john doyle’ );
aboutlondon(s1) −−≺keywords(s1, [‘london’ , ‘history’ ]),
member(‘london’ , [‘london’ , ‘history’ ]);
goodprice(s1) −−≺not expensive(s1) }.

Search for defeaters for argument〈A1, rel(s1)〉 will result in a proper defeater
〈A2,∼ rel(s1)〉: s1 is not relevant as it corresponds to an outdated book (more than
20 years old). In this case we have the argument

A2= { ∼ rel(s1) −−≺goodauthor(s1), aboutlondon(s1), goodprice(s1), outdated(s1) ;
goodauthor(s1) −−≺author(s1, ‘john doyle’ ), trust(‘john doyle’ );
aboutlondon(s1) −−≺keywords(s1, [‘london’ , ‘history’ ]),
member(‘london’ , [‘london’ , ‘history’ ]);
goodprice(s1) −−≺not expensive(s1) }.

There are no other arguments to consider in the dialectical analysis. The dialecti-
cal trees for〈A1, rel(s1)〉 and〈A2,∼ rel(s1)〉 are shown in Figure 8a. As∼ rel(s1)
is warranted, the items1 will be considered non-relevant.

Now consider the case fors2. Let us assume that the author Joe Foo is ranked
number 10 in‘www.rankings.com’ . Following a similar analysis as above, the
search for an argument forrel(s2) returns the argument〈B1, rel(s2)〉, where

B1= { rel(s2) −−≺goodauthor(s2), aboutlondon(s2), goodprice(s2) ;
goodauthor(s2) −−≺author(s2, ‘joe foo’ ), trust(‘joe foo’ );
aboutlondon(s2) −−≺keywords(s2, [‘london’ , ‘jack’ , ‘stories’ ]),
member(‘london’ , [‘london’ , ‘jack’ , ‘stories’ ]);
goodprice(s2) −−≺not expensive(s2) }.

However, an argument〈B2,∼ rel(s2)〉 can be found defeating the previous ar-
gument:s2 should not be considered as a relevant item since it seems to correspond
to the writer Jack London, and not the city of London:

B2= { rel(s2) −−≺∼ aboutlondon(s2) ;
∼ aboutlondon(s2) −−≺keywords(s2, [‘london’ , ‘jack’ , ‘stories’ ]),
member(‘london’ , [‘london’ , ‘jack’ , ‘stories’ ]),
member(‘jack’ , [‘london’ , ‘jack’ , ‘stories’ ]);

Note that there exists a third argument〈B3,aboutlondon(s2)〉, where

B3= { aboutlondon(s2) −−≺keywords(s2, [‘london’ , ‘jack’ , ‘stories’ ]),
member(‘london’ , [‘london’ , ‘jack’ , ‘stories’ ])}

which would also attack〈B2,∼ rel(s2)〉. However, such argument is discarded in
the dialectical analysis, since it is strictlyless specificthan 〈B2,∼ rel(s2)〉 and
hence cannot be considered as a defeater. There are no more arguments to consider,
and consequently (as in the previous case), since∼ rel(s2) is warranted, the items2

can be deemed as non-relevant(see Figure 8b).
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Now consider the case fors3. Once again, let us assume that Jena Bar is an au-
thor ranked number 5 in‘www.rankings.com’ . There is an argument〈C1, rel(s3)〉
supporting the conclusionrel(s3), namely:

C1= { rel(s3) −−≺goodauthor(s3), aboutlondon(s3), goodprice(s3) ;
goodauthor(s3) −−≺author(s3, ‘jena bar’ ), trust(‘jena bar’ );
aboutlondon(s3) −−≺keywords(s3, [‘london’ , ‘tourism’ ]),
member(‘london’ , [‘london’ , ‘tourism’ ]);
goodprice(s3) −−≺not expensive(s3) }.

However, this argument is defeated by argument〈C2,expensive(s3)〉, since the
price of this particular book is above $ 300.

C2= { expensive(s3) −−≺price(s3,350),350> 300. }

Nevertheless, there is a third argument〈C3,∼ expensive(s3)〉 which attack the
previous one, supporting the claim that this particular book is considered as relevant
for the user, as it is published by ACME, which is an exceptional publisher.

C3= { ∼ expensive(s3) −−≺price(s3,350),350> 300, publisher(s3,acme). }

There are no more arguments to consider, and consequently we have computed
the dialectical tree for〈C1, rel(s3)〉 (see Figure 8c). According to the marking crite-
rion introduced in Section 3, the root of the tree turns out to be an undefeated node,
and hence〈C1, rel(s3)〉 is warranted and considered as a relevantinformation item.

Finally, let us consider the case fors4. Let us assume that Tim Burton is an author
ranked number 5 in‘www.rankings.com’ . As in the case ofs1, there is an argument
〈D1, rel(s4)〉 supporting the fact thats4 is a relevant item, since it corresponds to a
book about London written by a good author and at a reasonable price.

D1= { rel(s4) −−≺goodauthor(s4), aboutlondon(s4), goodprice(s4) ;
goodauthor(s4) −−≺author(s4, ‘tim burton’ ), trust(‘tim burton’ );
aboutlondon(s4) −−≺keywords(s4, [‘london’ , ‘history’ ]),
member(‘london’ , [‘london’ , ‘history’ ]);
goodprice(s4) −−≺not expensive(s4) }.

However, it turns out that this book was edited by Boring Books Ltd., so that it
should not be considered as relevant. Indeed, there is an argument〈D2,∼ rel(s4)〉
defeating the previous one

D2= { ∼ rel(s4) −−≺publisher(s4, ‘boring books ltd’ ). }

It must be noted that〈D2,∼ rel(s4)〉 is a blocking defeater for〈D1, rel(s4)〉, and
〈D1, rel(s4)〉 is a blocking defeater for〈D2,∼ rel(s4)〉, as both arguments cannot
be compared by specificity. According to the marking criterion presented before,
the conclusionrel(s4) is deemed as undecided, as neither〈D1, rel(s4)〉 nor 〈D2,∼
rel(s4)〉 are warranted arguments (see Figure 8d).

From the previous analysis, and according to the high-level algorithm in Figure 5,
we get the setsSw = {s3}, Sd = {s1,s2}, andSu = {s4}. Consequently, the system
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author(s1, ‘John Doyle’ ).
title(s1, ‘Everything about London’ ).
publisher(s1, ‘peterbooks’ ).
pubyear(s1,1960).
price(s1,20).
keywords(s1, [‘london’ , ‘history’ ]).
author(s2, ‘Joe Foo’ ).
title(s2, ‘American Stories’ ).
publisher(s2, ‘inkhouse’ ).
pubyear(s2,2007).
price(s2,20).
keywords(s2, [‘london’ , ‘jack’ , ‘stories’ ]).
author(s3, ‘Jena Bar’ ).
title(s3, ‘London for tourists’ ).
publisher(s3, ‘acme’ ).
pubyear(s3,2007).
price(s3,250).
keywords(s3, [‘london’ , ‘tourism’ ]).
author(s4, ‘Tim Burton’ ).
title(s4, ‘London History’ ).
publisher(s4, ‘boring books ltd’ ).
pubyear(s4,2007).
price(s4,20).
keywords(s4, [‘london’ , ‘history’ ]).

Fig. 6 Facts encoded from original content-based search results

will return the listLnew=[s3, s4, s1, s2] of final recommendation results, where users’
preferences and background knowledge were taken into account, instead of just sug-
gesting the original list of content-based search resultsL [s1, s2, s3, s4].

6 Related Work

As explained before, our approach for integrating argumentation in recommendation
systems is based on modelling users’ preference criteria in terms of a DeLP program
built on top of a content-based search engine. Part of our recent research involved
a variation of this schema in order to provide assessment on natural language usage
using the web as a linguistic corpus [11]. The user preferences consist of a number
of (possibly defeasible) rules and facts which encode different aspects of adequate
language usage, defining the acceptability of different terms on the basis of so-called
“usage indices”, which are good indicators of the suitability of an expression on the
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rel(B) −−≺ goodauthor(B), aboutlondon(B), goodprice(B).
∼ rel(B) −−≺ goodauthor(B), aboutlondon(B),

goodprice(B), outdated(B).
∼ rel(B) −−≺ ∼ aboutlondon(B).
∼ rel(B) −−≺ publisher(B, ‘boring books ltd’ ).

goodauthor(B) −−≺ author(B,A), trust(A).
trust(A)← queryranking(A, ‘www.rankings.com’ ,Rank),

Rank< 20.
trust(A)← A = ‘John Doyle’ .

aboutlondon(B) −−≺ keywords(B,K),member(‘london’ ,K).
∼ aboutlondon(B) −−≺ keywords(B,K),member(‘jack’ ,K),

member(‘london’ ,K).
goodprice(B) −−≺ not expensive(B).
expensive(B) −−≺ price(B,P),P > 300.

∼ expensive(B) −−≺ price(B,P),P > 300, publisher(B,acme).
oudated(B)← pubyear(B,Y),getcurrentyear(CY),

(CY−Y) > 20.

getcurrentyear(T)← [Computed elsewhere]
member(String,List)← [Computed elsewhere]
keywords(Book,List)← [Computed elsewhere]

Fig. 7 DeLP program modelling user preferences about books

(a) (b) (c) (d)
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2

A U
2 B D

1

B U
2

B U
2 C U

1
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2

C U
3

D D
1

D U
2

D D
2

D U
1

Fig. 8 Dialectical trees associated with (a)〈A1, rel(s1)〉 and〈A2,∼ rel(s1)〉; (b) 〈B1, rel(s2)〉 and
〈B2,∼ rel(s2)〉; (c) 〈C1, rel(s3)〉 and (d)〈D1, rel(s4)〉 and〈D2,∼ rel(s4)〉

basis of the Web corpus. Argumentation is used to determine if a given expression
is ultimately recommendable on the basis of a DeLP program which encodes the
user’s preferences.
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Recommender systems can be seen as a particular instance of decision making
systems oriented to assist users in solving computer-mediated tasks. In the last years
there have been several efforts towards integrating argumentation in generic deci-
sion making systems. In [16] argumentation was applied in the context of modelling
Shared Knowledge and Shared Knowledge Awareness when solving tasks collabo-
ratively in a computer-supported collaborative learning (CSCL) environment. While
Shared Knowledge (SK) refers to the common knowledge students acquire when
they work in a collaborative activity, Shared Knowledge Awareness (SKA) is as-
sociated with the consciousness on the Shared Knowledge that a particular student
has. In that context, DeLP was used to formalize an automated argumentation sys-
tem as a support tool for characterizing SK and SKA in CSCL scenarios. Warranted
arguments could be seen as suggestions provided by the argumentation system, pro-
viding a part of the SK among students, whereas visualization and explanation facil-
ities provided by the argumentation system will help to make explicit the associated
SKA.

In [34], an argument-based approach to modelling group decision making is pre-
sented, in which argumentation is used to support group decision task generation
and identification. In contrast with our approach, the argumentation process is not
automated, and the authors use argumentation for agreement among multiple users
in a team, whereas we focus on argumentation for eliciting conclusions for a partic-
ular user on the basis of available information. In [31] a number of interestingargu-
ment assistance toolsare presented. Even though there is a sound logical framework
underlying this approach, the focus is rather restricted to legal reasoning, viewing
the application of law as dialectical theory construction and evaluating alternative
ways of representing argumentative data. In contrast, our analysis is oriented to-
wards characterizing more generic argument-based user support systems.

Recent research has led to some interesting proposals to combine argumenta-
tion and machine learning techniques for rule induction. As discussed in Section 4,
such combination lends itself applicable for extending our current approach towards
a collaborative filtering setting, where defeasible rules would characterize trends
and general preference criteria. Two recent research works are particularly relevant
in this direction. In [21], a generic argumentation-based machine learning model
(ABML) is proposed. This approach combines machine learning from examples
with concepts from the field of argumentation. The idea is to provide expert’s argu-
ments, or reasons, for some of the learning examples. An improved argument-based
rule learning was developed, which could be naturally integrated in the context of
obtaining and justifying new rules which capture the knowledge associated with a
pool of users. A different direction is adopted in the PADUA protocol [33], where a
novel combination of argumentation and datamining is introduced in order to clas-
sify objects in a domain. Classification is the topic of a dialogue game between two
agents, based on an argument scheme and critical questions designed to be used by
agents whose knowledge of the domain comes from data mining. Each agent has
its own set of examples which it can mine to find arguments based on association
rules for and against a classification of a new instance. As in the case of ABML, this
approach can help improve recommendation technologies in a collaborative setting,
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allowing agents to perform argument-based reasoning from the database of cases
corresponding to knowledge provided by users in the past.

During the last years there has been a growing attention to the development of
the Semantic Web [5]. In particular, the integration of Semantic Web languages
(such as OWL and RDF Schema) with argumentation has been recently explored
with promising results by Iyad Rahwanet al.(e.g.[27, 26]). Their proposal involves
an argumentation ontology (based on Walton’s argumentation schemes [32]) which
enables the representation of networks of arguments on the Semantic Web. Using
a Semantic Web-based system called ARGDF, users can create arguments using
different argumentation schemes and can query arguments using a suitable Semantic
Web query language. Clearly, such integration can provide a powerful platform for
the development of more evolved argument-based recommendation technologies,
where arguments presented by others users can be taken into account for making
decisions or presenting recommendations.

7 Conclusions. Future Directions

We have introduced a novel approach for enhancing recommendation technologies
through the use of qualitative, argument-based analysis. As we have shown in this
chapter, the argumentation formalism provided by Defeasible Logic Programming
constitutes a powerful tool for carrying out this analysis when dealing with users’
complex information needs. We performed some preliminary experiments on the
integration of argumentation and recommendation technologies, which only served
as a “proof of concept” prototype. We are currently carrying out more through eval-
uations in order to assess the full applicability of our proposal. Part of our current
research in this context is related to combining quantitative and qualitative features
in the argumentative analysis through the use of P-DeLP [1, 2], an extension of De-
feasible Logic Programming which incorporates the treatment of possibilistic un-
certainty at the object language level. In P-DeLP, in contrast to DeLP, arguments are
attached with numerical values which determine their strength. Such values (neces-
sity degrees) are assigned to the facts and rules present in the program, and prop-
agated when performing inference via generalized modus ponens. In that respect,
P-DeLP would be a natural tool for enhancing our current approach to argument-
based recommendation, as such necessity degrees can be associated with rankings
or user-assigned values.

We contend that the evolution of recommender systems will result in efficient and
reliable content-based search environments, where both quantitative and qualitative
analysis will play important roles. We believe our proposal is a realistic and doable
approach to help fulfill this long-term goal.
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for assessing natural language usage on the basis of the web corpus.International Journal of
Intelligent Systems (IJIS), 21(11):1151–1180, 2006.

12. C. Ches̃nevar, A. Maguitman, and G. Simari. Argument-Based Critics and Recommenders: A
Qualitative Perspective on User Support Systems.Journal of Data and Knowledge Engineer-
ing, 59(2):293–319, 2006.

13. D. Engelbart. Augmenting human intellect: A conceptual framework. Summary report, Stan-
ford Research Institute, on Contract AF 49(638)-1024, October 1962.
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