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ABSTRACT
Social and political polarization has become a dramatically inten-
sifying force that is having a huge impact on political discourse,
public policies and electoral outcomes in the 21st century. Twit-
ter is a social media platform that mirrors to a large extent the
sociological notion of public opinion, and has notably fueled these
polarization dynamics worldwide. A proper understanding of how
different issues become polarized in Twitter and their interrelation-
ship is therefore crucial for the development of effective policies and
governance strategies in our democracies. This paper introduces
TwiSP, a framework for analyzing polarization on controversial
topics in Twitter. TwiSP utilizes a combination of two cutting-edge
machine learning techniques: stance detection for identifying at-
titudes and perspectives and BERTopic for topic modeling. The
outcome of TwiSP is a visual tree-like representation of all tweets
related to conflicting topics (rooted in a particular topic), contrast-
ing their relationship using different colors to denote the degree of
polarization. As a case study, we show how the TwiSP framework
can be used for analyzing polarized issues in the context of the
COVID-19 vaccine, exploring the resulting degree of polarization
and the key topics driving it. The results reveal the diversity of
opinions and the presence of highly polarized clusters in social
media discussions. We contend that the TwiSP framework provides
a novel and valuable tool for decision makers, helping them to rec-
ognize contentious issues behind the dynamics of polarization and
ultimately identifying potential opportunities for bridging divides.

CCS CONCEPTS
• Information systems → Data mining; • Applied computing
→ E-government; • Computing methodologies→ Supervised
learning by classification.
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1 INTRODUCTION AND MOTIVATION
The social phenomenon of polarization has significant implications
for the present and future of governance and decision-making. In
a highly polarized environment, it can be challenging to reach
consensus and find common ground, which can hinder effective
governance and policy-making, leading to a lack of trust in insti-
tutions and undermining the legitimacy of democratic processes
[13, 32]. Moreover, the rise of digital platforms and social media
(notably Twitter) has encouraged the creation of echo chambers
[25], where users reinforce their own viewpoints and discredit the
view points they do not agree with. As discussed in [16], this can
potentially lead to a downward spiral of ever increasing political
polarization, which, in turn, makes it harder to have a fact-based
debate and to reach a consensus on controversial issues

Thus, it is clear that the ability to successfully navigate and un-
derstand polarization in social media will be critical for shaping
the future of governance and ensuring the continued success of
democratic societies. In this context, analyzing large collections
of tweets using advanced machine learning techniques can pro-
vide valuable insights into the nature and extent of polarization
within specific domains, helping policymakers to identify the most
effective strategies for promoting healthy and productive public
discourse. In the last years there have been different research efforts
towards analyzing polarization and sentiment orientation in Twit-
ter (e.g. [9], [5]). However, such approaches fall short in providing
a global picture of polarization scenarios, identifying those trends
and topics that are particularly sensible and introduce ‘sentiment
shifts’ in public opinion.

The purpose of this ongoing research paper is to tackle the
computational problem of processing millions of tweets associated
with a particular topic which polarizes public opinion, identifying
stances (attitudes or perspectives towards a particular topic or is-
sue) and their interrelationships. The outcome of such a process
is a stance tree, a visual representation which helps decision mak-
ers to better assess a polarization scenario, so that by zooming in
this global picture different sentiment shifts (and their associated
subtopics) in public opinion can be identified.

To achieve this, we propose TwiSP (Twitter Stance Processing),
a framework that builds a hierarchical representation of conflict-
ing positions in Twitter. This is accomplished by combining two
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cutting-edge machine learning techniques: stance detection for
identifying attitudes and perspectives and BERTopic for topic mod-
eling. Following the same spirit as in the saying “A picture is worth
a thousand words", we contend that the proposed TwiSP framework
provides the proper conceptualization needed for understanding
polarizing issues in Twitter, advocating that “a stance tree is worth
a million tweets".

This paper is inspired in preliminary findings presented in a
previous publication [citation omitted for blind review], and ex-
tends significantly that research work (where a first approach for
building stance trees from a collection of tweets was introduced). In
the current article, we delve into a more evolved conceptualization,
extending the notion of stance tree into a full-fledged framework.
We discuss the different components associated with the architec-
ture of the framework. As a case study, we present empirical results
obtained from a massive dataset of tweets which account for public
opinion concerning the sentiments about “COVID-19 vaccine”. The
tweets analyzed in this study were obtained from the datasets made
available by Hayawi et al. [22] and Banda et al. [6]. The final dataset
consists of more than 400,000 tweets, providing a rich and diverse
source of opinions and perspectives.

The rest of this paper is structured as follows: in Section 2 we
summarize the main concepts related to BERTopic, stance detection
in social media and argumentation, which provide the background
theory for our proposal. Then, in Section 3 we discuss related work
in the area, pointing out some of the salient features of our proposal
with respect to other alternative approaches. Section 4 introduces
TwiSP, the proposed framework for analyzing Twitter data using
machine learning techniques, organizing politically polarized con-
tent according to topic and stance. Section 5 presents a full-fledged
case study related to the COVID-19 vaccine issue. Finally, Section 6
presents the main conclusions that have been obtained, discussing
some research lines for future work.

2 BACKGROUND
As discussed in the introduction, our proposal is based on the combi-
nation of machine learning techniques, along with a particular tree-
like representation (called stance tree) which accounts for possibly
conflicting relationships among topics when considering polarizing
issues. Next we will discuss the main aspects associated with topic
modeling, stance detection and argumentation, providing as well a
brief analysis of how these three elements are intertwined in the
formalization of the TwiSP framework presented in Section 4.

In recent years, the explosion of user-generated content on social
media platforms has led to a growing interest in methods for auto-
matically analyzing and categorizing text data. BERTopic [18] is a
state-of-the-art technique for topic modeling that uses pre-trained
language models to identify clusters of similar documents based
on semantic similarity. This method has shown promising results
in a variety of applications, from sentiment analysis to content
recommendation. BERTopic uses the Bidirectional Encoder Repre-
sentations from Transformers (BERT) model [14] to cluster similar
documents together and extract representative keywords for each
cluster. It is a powerful unsupervised machine learning method
that can be used to automatically group large collections of textual
data into topics or themes, without the need for prior knowledge of

the number or nature of topics present in the data. The BERTopic
algorithm is based on the idea of projecting the embeddings of
the documents into a lower-dimensional space, where clustering
can be performed efficiently using a technique called hierarchical
density-based spatial clustering of applications with noise (HDB-
SCAN) [29]. BERTopic is particularly useful for exploratory data
analysis, document clustering, and topic modeling in domains such
as social media, news, and academic literature.

Stance detection [4, 31] refers to the task of automatically iden-
tifying the attitudes or perspectives that a speaker or writer has
towards a particular topic, issue, or entity. This involves analyz-
ing natural language texts, such as tweets, news articles, or online
comments, to determine whether the author is in favor of, against,
or neutral towards the subject at hand. Stance detection is a key
component of sentiment analysis and can be used in various appli-
cations, including political opinion tracking, market research, and
brand monitoring. The ability to automatically identify the stance
of a given text as pro, anti, or neutral towards a particular topic can
provide valuable insights into public opinion on contentious issues.

Argumentation is an essential aspect of communication. Indi-
viduals rely on arguments to develop opinions, make decisions, or
persuade others to adopt a particular stance. In recent years, there
has been a growing interest in the computational analysis and syn-
thesis of natural language argumentation from text [7, 21, 27]. The
idea behind organizing arguments to build a tree-like structure, also
known as a dialectical tree, has a long tradition in argumentation
theory. A dialectic tree represents the different arguments related
to a particular topic and how they are related to each other [8].
Dialectic trees are rooted on the main issue or question that is
being discussed. Those arguments that are relevant to that issue
can be organized in a hierarchical structure, where each argument
is linked to its parent argument based on the type of relationship
between them. For example, an argument can be used to support or
attack another argument. The resulting tree-like structure can be
used to represent the different perspectives and positions related to
the particular topic, as well a to visualize the relationships between
them.

As pointed out in [15], the last decade has witnessed a return
to the early AI goal of understanding and building human-like
intelligent systems that operate in a cognitively-compatible and
synergistic way with humans. The growing market demand for AI
systems of different kinds has encouraged the development of the
so-called Human-Centric AI, which aims to deliver services within
the realm of natural or commonsense intelligence to support and
enhance the users’ natural capabilities. In this context, machine
learning algorithms for topic modelling and stance detection are
extremely efficient and can hardly be outperformed by other alter-
native human-centered approaches. Nevertheless, their efficiency
is achieved at a very high price, since they behave like black boxes,
being unable to explain their outcomes, and having consequently
very low accountability and transparency when used in intelligent
decision making.

As clearly explained in [15], the efficiency of black-box approaches
falls short when defining human-centric systems, as [...] building
such human-centric systems necessitates a foundational shift in the
problem-solving paradigm that moves away from the strictness and
absolute guarantees of optimal solutions that are typically adopted
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for conventional computing, which are often brittle and break down
completely when new information is acquired. Instead, human-centric
systems would benefit by adopting satisficing solutions that strike
an acceptable balance between a variety of criteria, are tolerant to
uncertainty and the presence of incompatible alternatives, are robust
across a wide range of problem cases, and are elastic in being grace-
fully adapted when they are found to have become inappropriate or
erroneous in the face of new information.

We agree with the above reasoning, and contend that analyzing
polarized issues in Twitter cannot be handled by machine learning
algorithms alone, as policymakers need to be provided with an
accountable and clear picture of the different elements involved
(e.g. conflicting topics, sentiment shifts, etc.) The TwiSP framework
provides thus a combination of machine learning and computa-
tional argumentation, where the resulting stance tree accounts for
a structured provision of explanations or alternatives, rather than
focusing on achieving “the best" possible answer. We deploy the
full capabilities of machine learning to process efficiently millions
of tweets (identifying relevant topics and their conflicts), while
keeping a stance tree as an explanation-based representation which
is intended to be cognitively compatible with the ultimate human
users.

3 RELATEDWORK
Political polarization has been on the rise in recent years, and social
media has been identified as a contributing factor [26]. Social media
platforms have enabled the proliferation of echo chambers and filter
bubbles [25], where individuals are more likely to be exposed to
information that confirms their existing beliefs and less likely to
be exposed to information that challenges them. This has led to an
increase in political polarization, with individuals becoming more
entrenched in their beliefs and less willing to engage with opposing
viewpoints.

The study of social media (notably Twitter as a microblogging
platform) has become an increasingly important area of research
in recent years, particularly in the context of social and political
polarization. One approach to studying polarization in social media
involves analyzing network topologies and the spread of content
through retweets [3, 11, 38]. By examining the structure of networks
of users and the patterns of information sharing, researchers can
gain insights into the dynamics of polarization and how it manifests
in online communities. On the other hand, misinformation has
become a significant concern on social media platforms, particularly
during crises, where it can spread quickly and widely [30]. False or
misleading information can fuel polarization and hinder efforts to
address critical issues such as public health crises or political events.
Moreover, the proliferation of misinformation can create confusion,
fear, and distrust among the public, potentially leading to negative
social and economic consequences. Thus, understanding the role
of misinformation in polarized issues on social media is crucial for
identifying potential sources of conflict and developing effective
strategies to combat its effects [33, 34].

Network-based approaches have also played a role for echo cham-
ber detection in social networks, as discussed in [25]. Echo chamber
detection refer to identifying and analyzing the formation and rein-
forcement of homogeneous groups in online communities, where

individuals with similar beliefs and attitudes tend to congregate
and reinforce each other’s views. This phenomenon is a concern
as it can lead to the spread of misinformation and the reinforce-
ment of harmful stereotypes and biases. The authors investigate
whether purely structural analysis of communication and interac-
tion patterns can be used to identify echo chambers, and present a
network-based, macro-scale, polarity-based approach for detecting
echo chambers in Twitter.

The COVID-19 pandemic and the subsequent vaccination cam-
paigns [37] have received significant attention on social media
platforms, making them an ideal topic for stance detection analysis.
These and other significant events have brought to the forefront the
importance of effective communication during crises [24, 30, 36]. In
the digital age, social media platforms have emerged as key tools for
disseminating information and coordinating emergency response
efforts. However, the widespread use of social media has also led to
the rapid spread of misinformation and the polarization of public
opinion on sensitive issues. Thus, analyzing social media data to
understand the polarization of stances on such events has become
increasingly important.

Topic modeling is a powerful technique that has been widely
used in social media analysis to understand what concerns people
about a specific issue. By applying topic modeling to social media
data, we can identify the most discussed topics and the key themes
within those discussions. These topics can then be analyzed further
to gain a better understanding of people’s opinions, beliefs, and
attitudes towards the issue in question. In particular, topic model-
ing has proven useful in understanding the public’s concerns and
sentiments during crises, such as the COVID-19 pandemic as done
in [2]. By analyzing social media data related to the pandemic, re-
searchers have been able to identify the most pressing concerns and
topics, such as vaccine efficacy, mask mandates, and government
responses, and use this information to inform public health policies
and communication strategies.

Recent studies on detecting stance in Twitter have a statistical
foundation and offer various metrics to address misinformation
and polarized opinions (e.g. [28]). Our proposal differs from these
approaches in that it not only provides a classification for removing
tweets that are considered “uninformative” for downstream epi-
demiological analyses, but also offers a more structured view or
taxonomy of the tweets.

The work presented in [20] represents collective arguments
through sets of tweets that are syntactically linked to a query Q. In
contrast, our approach generates arguments by employing a soft
clustering algorithm to calculate a coherent set of tweets. Therefore,
our method represents an evolution of the concept of opinion tree,
as it employs a supervised model to identify polarization rather
than performing a syntactic search on the Twitter database.

Chesñevar et al. [10] propose the use of computational argumen-
tation as a foundation for intelligent decision-making in cognitive
cities, advocating for the usefulness of “opinion trees" [19, 20] in
handling conflicting opinions on social media. They argue that
Twitter provides valuable information for extracting computational
arguments, referred to as “opinions”, which emerge bottom-up from
social interactions surrounding messages. By incrementally gen-
erating queries, opinions can be mined from Twitter, resulting in
an opinion tree rooted in the original query. Unlike Chesñevar et
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al.’s approach, our method utilizes a soft clustering algorithm to
generate cohesive sets of tweets and a supervised model to iden-
tify polarization rather than relying solely on Twitter queries for
argument extraction.

In [17], the authors propose a two-phase classification system
for stance detection in tweets, exploiting topic modeling features.
Explanation of stance labels is provided through the most relevant
terms within topics over the tweets. In contrast with our approach,
this research work does not consider how to deal with conflicts
between topics as done in our paper. A combination of machine
learning techniques is also applied in [35], where the authors con-
sider an ensemble-based model for stance detection on social net-
works. Random Forest and Support Vector Machines are used as
base learners, which are combined into three alternative ensemble
models. Experimental results show that the proposed ensembles
outperform the state-of-the-art models in the overall test score.
In contrast with our approach, classification efforts are aimed at
stance detection without considering conflicts among topics, nor
the relationship between such conflicts, as done in our paper.

4 PROPOSED FRAMEWORK
In this section, we describe TwiSP, a novel framework for analyzing
twitter data that leverages machine learning techniques to organize
politically polarized content according to topic and stance. The
TwiSP framework is composed of fourmain components as outlined
in Figure 1.

The data collection component is in charge of collecting tweets
relevant to an issue under analysis. One way to collect tweets is by
using the Twitter Search API. This allows to search for tweets that
contain specific keywords or hashtags related to the issue being
analyzed. In particular, the API can be used to retrieve tweets from
a specific time range or location. Also, it is possible to retrieve a
real-time stream of tweets based on various parameters, such as
keywords, hashtags, locations, languages, etc., by using the Twitter
Streaming API. Alternatively, it is possible to access datasets with
Twitter data related to specific topics that have already been col-
lected and curated for research purposes. This component is also in
charge of removing duplicates, which is an important step to ensure
that the analysis is based on unique opinions and not skewed by a
small group of highly active users who may have tweeted the same
message multiple times. By ensuring that each tweet in the dataset
is unique, it is possible to more accurately capture the diversity of
public opinion and produce a more reliable analysis.

The stance detection component is in charge of training a
model capable of predicting the stance of individual tweets. To
achieve this, the proposed framework uses the Hugging Face Trans-
formers library to load a pre-trained BERT model into TensorFlow.
Then, a classification layer is added on top of the BERT model to
fine-tune it for stance prediction. Fine-tuning is achieved by train-
ing the model using a dataset with tweets labeled as anti, pro or
neutral with respect to the issue under analysis. The fine-tuned
stance prediction model is applied to the collection of unlabeled
tweets to build a dataset with predicted labels. Since the goal is to
focus the analysis on highly polarized opinions, tweets predicted as
neutral are excluded from the resulting dataset. While these tweets

may still contain valuable information, including them in the anal-
ysis could dilute the degree of polarization within the dataset. By
only including tweets that are predicted to be either anti or pro
with respect to the issue under analysis, it is possible to create a
more focused dataset that better represents the extremes of public
opinion on the analyzed topic. The stance associated with each
tweet represents a valuable signal for further analysis. Hence, the
text of each tweet was extended with a tag indicating the predicted
stance, either Stance_Anti or Stance_Pro.

The topic modeling component is in charge of generating a
hierarchical visualization of the topics. The BERTopic library is used
to perform topic modeling and clustering analysis. Specifically, it
uses the agglomerative clustering method, which is a bottom-up
hierarchical clustering approach that starts by assigning each tweet
to its own topic and iteratively merges them into larger clusters
based on their similarity. The result is a dendrogram, which is
a hierarchical diagram representing the arrangement of topics by
showing their relationships in a tree-like structure. In this hierarchy,
the more general topics are located at the top, while the more
specific ones are at the bottom. Through this method, it becomes
possible to hierarchically visualize the relationships among various
topics and subtopics, with more closely related topics being grouped
together at lower levels of the tree.

Finally, the stance tree visualization component is in charge
of assessing the stance of each topic with the purpose of building a
stance tree. To this end, the nodes representing each topic are color-
coded according to their level of polarization as shown in Figure 2.
Nodes with a high proportion of tweets that take an anti stance
towards the analyzed issue are colored in red, while nodes that
express a pro position are colored in green. Nodes colored in yellow
represent topics with high levels of polarization. The resulting
colored dendrogram represents a stance tree. This approach offers
an intuitive and informative visualization of the topics aligned
with different stances and their relationships, making it possible to
identify the most polarized topics and gain a deeper understanding
of the underlying patterns in public opinion on the issue of interest.

Figure 2: Color palette used to represent the degree of polar-
ization for each topic node in the tree. The color of the node
depends on the number of tweets with anti or pro stances for
that particular topic. Red nodes represent topics with a high
proportion of an anti stance, green nodes represent topics
with a high proportion of a pro stance, and yellow nodes
represent topics with polarized positions.

5 CASE STUDY
In this case study, we used a variety of datasets to train, validate
and test the stance prediction model and generate a stance tree.
Specifically, we started by selecting a random sample of 1050 tweets
from the ANTi-Vax dataset [23] and manually labeled them with
stance information (anti-vaccine, pro-vaccine, or neutral) as it was
described in [citation omitted for blind review]. In addition to the
ANTi-Vax dataset, we also used 1944 labeled tweets from the dataset
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Figure 1: Overview of the TwiSP framework, consisting of four main components: (1) Data Collection, (2) Stance Detection, (3)
Topic Modeling, and (4) Stance Tree Visualization. The framework enables the analysis of social media data by identifying
relevant topics, assessing attitudes and beliefs towards those topics, and visualizing the relationships between them.

made available by Cotfas et al. [12] and 2054 labeled tweets from
the VADET dataset [39].

The resulting labeled dataset was composed of 5048 tweets with
the class distribution shown in Figure 3. To develop and assess the
performance of the stance prediction model, we split the labeled
dataset into three parts: 80% for training, 10% for validation, and
10% for testing. This allowed us to train and validate the model on
a large enough dataset to capture the nuances and complexities
of public opinion on vaccination, while also testing the model’s
performance on new, unseen data. The accuracy achieved on the
test dataset was higher than 85% (details on the evaluations will be
presented in a future paper). This approach allowed us to develop
a highly accurate and robust model that could effectively predict
the stance of new tweets on the topic of vaccination.

To further expand the scope of our study and gain a deeper
understanding of public opinion on vaccination, we utilized an
unlabeled dataset of 1,440,705 tweets from VADET [39]. Using our
trained stance prediction model, we were able to predict the stance
of each of these tweets, allowing us to analyze a much larger and
more diverse set of public opinions on vaccination.

After applying the stance prediction model, filtering out neu-
tral tweets and removing duplicates, we obtained a dataset of
462,254 unique tweets that were predicted to be either pro- or
anti-vaccination.

After applying topic modeling on the dataset with predicted
labels, theTwiSP framework generated a total of 4219 distinct topics.
However, some of the topics were considered outliers and were
consolidated into a single “noisy” topic, which was later discarded.
Once the topics were created, it was possible to calculate the degree
to which each topic was associated with a pro or anti-vaccine stance,

Figure 3: Class distribution of the dataset used to train, vali-
date and test the stance prediction model. The dataset con-
tains 5048 tweets labeled with stance information.

which allowed us to identify different levels of polarization. Finally,
the TwiSP framework offered a visualization of the resulting stance
tree. This visualization provided a comprehensive view that enabled
us to gain valuable insights into the attitudes and perspectives of
Twitter users on the topic of the “COVID-19 vaccine.” Figure 4
displays a portion of the generated stance tree, as the complete tree
is too large to be shown in the paper.
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Figure 4: Sub-tree of the “COVID-19 vaccine” issue. The image depicts a section of the tree that was generated for the topic of
“COVID-19 vaccine”. The nodes in the image represent subtopics related to the main topic, and their colors indicate the degree
of polarization. Some of the nodes in the image show a high degree of polarization, indicating a marked difference in public
opinion on those subtopics. By analyzing the tree, we were able to gain insight into the most contentious issues related to the
COVID-19 vaccine and the degree of polarization surrounding them. This information can be valuable in understanding public
opinion on the vaccine and informing public health campaigns and policies.

The results of our analysis showed that there are several topics
with high polarization, represented by yellow nodes, indicating
divergent viewpoints within the analyzed issue. It is often possible
to identify subtopics with either a positive or negative stance by
examining the subtrees that stem from polarized nodes, which are
denoted by green and red nodes, respectively. For instance, some
highly polarized topics can be seen in the cluster that discusses
illegal immigrants and untested individuals. This suggests that this
topic is a highly controversial issue within the domain being an-
alyzed, with strong disagreements in opinion. Other examples of
polarized topics associated with COVID-19 vaccination include
vaccine passports, vaccine mandates for business, and restrictions
on activities such as travel and work through lockdowns. Another
polarized topic is evoked by the fact that the University of Oxford,
which developed the AstraZeneca vaccine, is engaging in profit-
making activities from selling the vaccine, despite its claim to be a
non-profit institution [1]. Additionally, some topics are associated
with the concerns raised about the ingredients in some COVID-19
vaccines, such as the use of fetal cell lines in their development.
By identifying these highly polarized topics, it is possible to gain
insights into the discourse surrounding the issue and better un-
derstand the different perspectives and positions held by various
groups within the domain.

Some topics that express a negative stance mention notable indi-
viduals or organizations in connectionwith the idea of depopulation.
This is usually due to conspiracy theories circulating on social me-
dia that falsely claim the existence of a plot to use the vaccine as
a tool for population control or even implant microchips in peo-
ple. These claims have been debunked by numerous fact-checking
organizations and public health authorities, but they continue to
spread on social media platforms. TwiSP has the potential to as-
sist authorities in identifying this kind of misleading information,
which can lead to implementing appropriate measures to enhance
public awareness, such as targeted information campaigns.

6 CONCLUSION
In this paper, we presented TwiSP, a framework for analyzing
polarization in public opinion by training a stance prediction model
on a labeled dataset of tweets and using it to predict stances on a
large, unlabeled dataset. The framework also applies the BERTopic
algorithm to identify the main topics in the tweets and generate a
hierarchical visualization that allowed us to analyze different levels
of polarization within each topic. We applied this framework the
“COVID-19 vaccine” issue and found that many of the topics were
highly polarized, reflecting the contentious nature of this issue.



TwiSP: A framework for exploring polarized issues in Twitter ICEGOV 2023, September 26–29, 2023, Belo Horizonte, Brazil

By analyzing the polarization within each topic, we were able to
gain insights into the main arguments and concerns expressed by
individuals on different sides of the issue. Our results demonstrate
the potential of the TwiSP framework for analyzing polarization
in public opinion and identifying the underlying reasons for this
polarization. This analysis may prove valuable for policymakers
and other stakeholders who aim to implement suitable measures
for improving public knowledge and understanding by information
campaigns aimed at specific groups or demographics.

In our upcoming work, we intend to apply the TwiSP framework
on other subjects that have polarized views such as “climate change”
or “gun control”. The primary limitation to applying a comparable
analysis to other topics is the need for a labeled dataset to train our
stance detection models. In line with the methodology employed in
this study, our future research will involve the utilization of transfer
learning, where a pre-trained large language model is fine-tuned
on a small amount of labeled data specific to the task of stance
detection. We anticipate that the requirement for labeled data may
decrease in the future, as the accessibility and prevalence of large
languagemodels increase. Furthermore, as a part of our forthcoming
research, we intend to devise alternative algorithmic techniques
to construct stance trees, with a specific emphasis on identifying
collective arguments against or in support of a particular topic.
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