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Abstract
Although the identification of topics and sentiments from social media content has attracted substantial research, little work has been carried out on the extraction of causal relationships among those topics and sentiments. This article proposes a methodology aimed at building a causal graph where nodes represent topics and emotions extracted from social media users’ posts. To illustrate the proposed methodology, we collected a large multi-year dataset of tweets related to different editions of the G20 summit, which was locally indexed for further analysis. Topic-relevant queries are crafted from phrases extracted by experts from G20 output documents on four main recurring topics, namely government, society, environment & health, and economics. Subsequently, sentiments are identified on the retrieved tweets using a lexicon based on Plutchik’s wheel of emotions. Finally, a causality test that uses stochastic dominance is applied to build a causal graph among topics and emotions by exploiting the asymmetries of explaining a variable from other variables. The applied causality discovery process relies on observational data only and does not require any assumptions of linearity, parametric definitions or temporal precedence. In our analysis, we observe that although the time series of topics and emotions always show high correlation coefficients, stochastic causality provides a means to tell apart causal relationships from other forms of associations. The proposed methodology can be applied to better understand social behavior on social media, offering support to decision and policy making and their communication by government leaders.
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Introduction

Social concerns typically give rise to strong emotions, which are often shared on social media. As a consequence, the identification of emotions on social media is increasingly being adopted to help investigate and understand social, governmental, economical, and environmental problems from different perspectives. This can be accomplished by using social media data either to augment or as an alternative to opinion surveys [?].

Topics discussed on Twitter can spark emotions, and in turn, emotions can cause certain topics to be more actively discussed. Also, some emotions can give rise to other emotions, and some topics can generate discussion on other topics. These observations suggest the existence of a causal graph that can be learned from social media. In such a graph, nodes represent topics and emotions, while edges represent causal relations.

Although the study of the concept of causality is a central and long-standing issue in the field of econometrics [?], the relatively recent availability of large volumes of data opens up new opportunities to conjecture on possible causal relations. A causal graph of topics and emotions derived from social media offers an analytics data-driven mechanism. Causal graphs are useful for prediction, but most importantly, they allow to better understand the cause-effect connections among variables [?]. This cause-effect knowledge leads to more explainable models, which are of paramount value for understanding social, governmental, economical, and environmental problems.

A causal graph of topics and emotions allows us to assess whether an increase in the volume of posts and replies associated with a topic (e.g., the environment) has an effect on specific emotions (e.g., fear or anticipation). To illustrate the approach proposed in this article, we analyze a collection of tweets associated with G20 editions collected from three different time periods. Twitter posts in relation to G20 summits provide an excellent case study, as several issues such as international financial stability, climate change mitigation, and sustainable development are typically addressed by leaders and citizens. Such an analysis helps assess the flow of topics and their causal relations with emotions about different policies and governments. A practical objective of the proposed approach is to better understand social behavior on social media by analyzing, aggregating and structuring the topics and emotions associated with these data as a causal graph. Moreover, the proposed approach can support decision and policy making and their communication by government leaders.

---
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The role of social media in issues related to economics and politics has been extensively investigated in the literature \cite{1, 2, 3}. However, few studies have addressed the problem of sentimental causal rule discovery from text. The application of causality analysis to investigate emotion in texts and their relations to variables of interest has been mainly used in the context of financial prediction \cite{4, 5, 6}. Other approaches have looked into the problem of extracting sentimental causal rules from text \cite{7}, identifying sentimental causal relations across time \cite{8} and discovering causal relations between emotions and topical shifts \cite{9}.

Although the question of “pure causality” is a philosophical one, the study of “predictive causality” has been central in the field of econometrics for a long time \cite{10, 11, 12, 13, 14}. This topic has attracted increasing attention in computer science and information science where causal discovery \cite{15, 16, 17, 18} is distinguished from causal inference \cite{19, 20, 21, 22, 23}. The goal of the former is to obtain causal knowledge directly from observational data while the latter aims to test whether two variables are related and assessing the impact of one on the other \cite{24}.

Econometricians have addressed causal discovery mainly by methods derived from the Granger Causality test \cite{25}, which is based on two principles: (1) a cause occurs before the effect, and (2) the cause produces unique changes in the effect, so past values of the cause help predict future values of the effect. However, requirement (1) is too restrictive for certain applications. For instance, news or social media may mention two events that represent cause and effect in a single announcement, in different announcements with no or insignificant time intervals in between, or even in reverse order. This would require supplementary sources of information to sort events by time and the availability of time series with arbitrarily small time granularity. In light of this limitation, Vinod \cite{26} offers a statistical method that can help determine the direction of causal paths without requiring the cause to occur strictly before the effect. The analysis presented in this article takes advantage of Vinod’s causality test to identify causal direction among topics and emotions.

Another issue that usually arises when studying social media data is that the association between two variables is typically investigated using regression and correlation analyses, which are useful in predictive modeling but inevitably leave the issue of causality open to question \cite{27}. This work focuses on the causal association of variables representing topics and emotions, disregarding other types of relationships between two variables.

Our research question focuses on determining whether causality relations exist among topics that were addressed at different G20 summits and discussed on Twitter, as well as the sentiments that social media users expressed in their posts. If there are significant causality relations, then as a derived question, we aim at finding the connections of the resulting causal graph. Once a causal graph is derived, then it is possible to determine which topics or sentiments are more plausible to be the cause or effect of other variables.

The contributions of this work can be summarized as follows:

- A methodology for building causal graphs consisting of nodes representing topics and emotions extracted from a large volume of social media data.
• The application of a causality test that exploits the asymmetries of explaining a variable in terms of the other variables without requiring any assumptions of linearity, parametric definitions or temporal precedence. The causal discovery process can be assessed with observational data only, i.e., without requiring interventional or experimental settings.

• An analysis of the causal relationship existing among the four main recurring G20 topics (government, society, environment & health and economics), eight primary emotions based on Plutchik’s theory (anger, fear, sadness, disgust, surprise, anticipation, trust, and joy), and no emotion.

We also make the research data available to allow reproducibility and for other researchers to use. These data include:

• A multi-year dataset with the tweet ids of nearly 50 million tweets related to different G20 editions and the posts from and to the main politicians from the participating countries of the G20 summit.

• Expert-extracted phrases that were regarded as relevant for the four main recurring G20 topics and a list of queries derived from these phrases.

Although the languages used to illustrate the proposed methodology are English and Spanish, and the analyzed topics were associated with the G20 summits, it is important to highlight that all the described methods can be applied to other target languages and topics as long as we have access to (1) expert-generated phrases for the selected domain topics in the target languages and (2) a language-specific emotion lexicon.

The article is structured as follows. In the next two sections, we present related work and the methodology applied to collect the data and to assess causality. In the subsequent section, we present the results and main findings, while in the last section we discuss the conclusions of our work.

Related work

The interaction between topics and emotions in social media has been mostly analyzed by looking into how sentiments depend on specific topics. For such analyses, topics are represented either explicitly (i.e., using keywords or hashtags) or implicitly (i.e., as hidden or latent topics). The work presented by Meng et al. [?] is an early example of a framework that applies sentiment analysis on explicit topic representations resulting from grouping hashtags. Opinion summaries are generated by integrating the derived topics with sentiment classification towards entities extracted from the collected tweets.

Another proposal that takes an explicit approach to represent topics is Social Sentiment Sensor [?]. The proposed system relies on hashtags to detect daily hot topics on Sina Weibo with the purpose of analyzing sentiment distribution towards the identified topics.

An example of implicit topic representation is given by the Hidden Topic Sentiment Model [?], where topic coherence and sentiment consistency are captured from text documents by extracting latent aspects and the corresponding sentiment polarities. Other approaches use a combination of natural language processing techniques and statistical
modeling to extract the sentiments and topics simultaneously from text data and to analyze the relationship between those variables. This gives rise to joint sentiment-topic models as described by Lin and He [?] and subsequent approaches that have been used to quantify the sentiment expressed towards topics identified in a dataset and to understand how sentiments towards different topics change over time [?, ?, ?, ?].

Some recent approaches attempt to capture the dynamics of sentiments on topics. This is the case of Liang et al [?], where the authors propose to use a Dynamic Bayesian Network to model the dynamics and interactions of the sentiment of topics on social media. In another recent example, Pathak et al. [?] dynamically extract topics at the sentence level using online latent semantic indexing with regularization constraints and then apply topic-level attention mechanism in an LSTM network to perform sentiment analysis. Another recent work that analyzes the dynamics of topic-level sentiment monitors the evolution of people’s mental states across different topics or events related to coronavirus [?]. However, all these approaches focus on the interactions among topics and emotions without looking at their causal relation, as it is performed in our work.

Previous studies have applied a combination of causal analysis and sentiment analysis on social media data and news. Several authors have used these techniques for stock market or product pricing prediction. For instance, in Smailović et al. [?], Granger causality is applied to show that sentiment polarity based on public opinion on companies and their products collected from Twitter feeds can help predict stock price movements a few days in advance. Granger causality was also used to test whether and how the sentiment of online news articles impacts oil price [?]. The analysis concluded that sentiment series strictly Granger causes the price series, with a predictive lag order of three weeks. Another study has proposed a sentiment analysis engine that works at the phrase level and allows to extract collective expressions from large amounts of texts [?]. This last approach is shown to offer a helpful mechanism for analyzing the trends in a stock market index. Causal relations to understand other phenomena have been also proposed, such as for the analysis of COVID-19 statistics and its influence on attitudes towards tourism on social media [?].

More closely related to our work is the identification of causal relations between social media sentiments and political news, political events and even politicians’ posts. It has been shown that words used by politicians have an effect on stock markets [?]. Likewise, public sentiment on a political topic, such as BREXIT, may influence Great Britain’s currency exchange rate and its FTSE 100 index [?]. In a similar way, Scaramozzino et al. [?] use transfer entropy to quantify causality relations between daily stock price and daily social media sentiment for the top 50 companies in the Standard & Poor index during a two-year period. The analysis reveals that there is a causal flux of information that links those companies. The largest fraction of significant causal links is between prices and between sentiments, but there is also significant causal information that goes both ways from sentiment to prices and from prices to sentiment.

Other related works have focused on novel strategies to find causal relations across time. For instance, Preeti et al. [?] present the concepts of temporal sentiment analysis and sentiment causal relations. The combination of these two concepts is used to define a generalized prediction model that can be applied to predict the time period between
events and the sentiment of upcoming events. Similarly, Baumann et al. also focus on the interaction between emotion and topical shifts in a political context. The analysis is carried out on the Austrian Corpus of Parliamentary Records and the Austrian Media Corpus. Time series are built using each of the two corpora for three political parties and three variables, namely topical stability, valence and arousal. Granger causality is applied to discover causal relations between the time series.

In Dehkharghani et al., a methodology for sentimental causal rule extraction from Twitter is proposed. A combination of machine learning- and lexicon-based approaches is applied for sentiment analysis while an association rule mining approach is used to extract causal rules. Their conclusions resemble ours in the sense that they stated that sentimental causal rules are an effective way to summarize important aspects and their causal relations from textual data, which can better support policymaking.

In causality analysis there are usually two branches: one in which the goal is to find causal relations, and the other where the goal is to make causal inference. These two branches can be combined resulting in a two-stage process in which causal discovery is used as a first stage for analyzing and creating models that capture relationships inherent in the data. Causal inference can be applied to the created models as a second stage to study the possible effects of altering a given system. As it has been pointed out in the literature (e.g., [?]) combining both approaches can result in statistical issues that invalidate the inference when we sum up the uncertainty of both stages. In this paper, we focus on causal discovery by proposing a methodology to obtain causal knowledge directly from textual data. Also, the motivation of this work is in line with recent information science literature that proposes moving beyond correlation [?].

Most existing proposals for sentimental causality apply classical causal discovery techniques, such as the Granger test, or causal association rule mining. The evolution of causality discovery methods opens up new opportunities to test them in different scenarios and settings, such as the ones explored in this article. In this work, we apply stochastic causality based on stochastic dominance to build a causal graph of topics and emotions. As mentioned in the Stochastic Causality section of this article, this method can detect causal relations from data that are not necessarily arranged as time series.

Another salient aspect that distinguishes our approach from previous ones is the use of Plutchik’s wheel of emotions, which considers eight primary emotions, i.e., anger, fear, sadness, disgust, surprise, anticipation, trust, and joy. This is in contrast to the most commonly adopted categorization for sentiment analysis, which relies on the use of positive, negative, and neutral polarities. To the best of our knowledge, no previous work has adopted Plutchik’s wheel of emotions in causal analysis from social media.

Methodology

The process of building a causal graph of topics and emotions from social media data requires several steps. The initial steps include data collection and indexing. Subsequent steps for the analysis of the collected data are query formulation, topic-based retrieval,
sentiment analysis, dataset construction with topics and emotions observed over time, and causal structure learning. Figure ?? presents a schematic overview of this process.

Data collection and indexing

In the first step (described in Figure ??) social media data was collected from the Twitter API*. We aimed to create a multi-year dataset with tweets related to different G20 editions and the posts from and to the main politicians from the participating countries of the G20 summit. We crawled tweets at three main times: late 2018 (November and December), early 2020 and early 2021 (February and March).

Each year we filtered tweets that had any of the most frequently used hashtags related to the G20 summit. For instance, in 2018 we used: “#g20”, “#g20summit” and “#g20argentina”. Also, we included the official and personal user handles of all presidents or prime ministers (or the corresponding official channel for the presidency, e.g. “@WhiteHouse”) from all countries participating in the G20 summits. We collected tweets posted by those user handles and tweets mentioning any of the monitored accounts. Every year the strategy for filtering stayed the same, except for the list of presidents and prime ministers, which was updated accordingly. Also, the list of hashtags was updated to reflect the hashtags of the corresponding year. The exact list of users and keywords used each year is provided as research data. Similarly, the list of tweet ids is made available for reproducibility of this work. A total of 49,030,053 tweets were collected. We then selected tweets whose language is either English or Spanish. The statistics about the volume of data are provided in Table ???. Finally, we indexed the entire dataset of Twitter posts in Elasticsearch (Figure ?? - Step 2) to support the retrieval of text.

*https://developer.twitter.com/en/docs/twitter-api
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Table 1. Number of tweets in English and Spanish collected in three different periods of time: 2018 (November 6, 2018 to December 12, 2018), 2020 (February 21, 2020 to February 24, 2020 and March 2, 2020 to April 23, 2020) and 2021 (March 30, 2021 to April 10, 2021).

<table>
<thead>
<tr>
<th></th>
<th>2018</th>
<th>2020</th>
<th>2021</th>
</tr>
</thead>
<tbody>
<tr>
<td>English</td>
<td>9,010,433</td>
<td>17,741,151</td>
<td>1,271,029</td>
</tr>
<tr>
<td>Spanish</td>
<td>1,497,151</td>
<td>338,666</td>
<td>235,828</td>
</tr>
</tbody>
</table>

Data analysis

In order to identify salient topics discussed at different G20 editions, an expert with a background in international politics took different outcome documents† and selected four main recurring topics: government, society, environment & health and economics (as depicted in Step 3 in Figure ??). The expert also highlighted phrases in the document that were regarded as relevant for the topic. For instance, within economics the expert highlighted phrases such as “sustainable capital flows”, and “global transportation routes and supply chains remain open, safe, and secure”. The final list of phrases highlighted is made available as research data.

Once the expert finished with the highlighting of phrases, we built topical queries associated with those main phrases (Figure ?? - Step 4). We aimed at being precise with the retrieval, thus we aimed at matching exact phrases rather than individual words. For instance, “sustainable capital flows” must be matched as an exact phrase since individual words may not lead to topically relevant tweets. However, a phrase like “global transportation routes and supply chains remain open, safe, and secure” is likely too long and specific to retrieve any relevant tweets. Therefore, such cases are transformed into the following queries: “global transportation routes open”, “global transportation routes safe”, “global transportation routes secure”, “supply chains open”, “supply chains safe” and “supply chains secure”. Despite not matching the original long phrase, an exact match with any of the substring queries is likely to retrieve relevant results for the topic. Finally, named entities of type “Organization” duplicate the number of queries, since the long and abbreviated forms are considered. For instance, the phrase “necessary reform of the World Trade Organization (WTO)” yields two queries: “necessary reform of the World Trade Organization” and “necessary reform of the WTO”. Statistics of all the retrieved tweets broken down by topic and language can be found in Table ??.

Figure ?? presents examples of tweets in English related to each of the analyzed topics.

Sentiment analysis refers to methods for determining the sentiment of some piece of text. In this work, sentiment analysis is carried out on tweets based on Plutchik’s wheel of emotions [?]. According to Plutchik’s theory, there are eight primary emotions: joy, trust, fear, surprise, sadness, disgust, anger, and anticipation. Sentiment analysis techniques are typically based on machine learning [?, ?], lexicon methods [?, ?] and linguistics [?].

Table 2. Number of tweets segregated by topic and language.

<table>
<thead>
<tr>
<th>Topic</th>
<th>Economics</th>
<th>Environment &amp; Health</th>
<th>Society</th>
<th>Government</th>
</tr>
</thead>
<tbody>
<tr>
<td>English</td>
<td>202,044</td>
<td>165,671</td>
<td>201,810</td>
<td>161,251</td>
</tr>
<tr>
<td>Spanish</td>
<td>19,016</td>
<td>22,022</td>
<td>25,265</td>
<td>15,166</td>
</tr>
</tbody>
</table>

Figure 2. Examples of tweets related to each topic (economics, environment & health, society, and government). Lexicon-based sentiment analysis based on Plutchik’s wheel of emotions.

This work applies a broadly used lexicon-based technique to carry out sentiment analysis on tweets by analyzing the tone of words comprising them. The lexicon used in our analysis is the English version and a manually curated Spanish version of the NRC Affect Intensity Lexicon [?], which contain a dictionary of words in each language, each labeled with the set of associated emotions. To score the sentiments of tweets we count the number of words associated with each sentiment based on the lexicon. The sentiment with the highest score is the one that is assigned to the entire tweet. If no emotion is associated with any of the words in the tweet, the tweet is assigned to the “no emotion” category. Otherwise, tweets are assigned to non-exclusive categories represented by Plutchik’s primary emotions (Figure ?? - Step 5). Figure ?? illustrates the described sentiment analysis process.

The rationale for choosing a lexicon-based method instead of a machine learning-based method for sentiment classification relies on the fact that machine learning methods for sentiment analysis require a large volume of labeled data that is highly dependent on the specific domain. This means that to train a machine learning model, a huge labeling effort is required for each potential target topic or aspect under analysis. In contrast,
lexicon methods are generally simpler, more interpretable, and generalize better than machine learning methods to different domains. This makes it possible to keep up with the dynamic nature of emerging Twitter topics without retraining or requiring a larger annotation effort. Note, however, that the lexicon-based method adopted for sentiment analysis in the proposed methodology can be straightforwardly replaced by a machine learning-based method if sufficient labeled data is available to train a model to perform the required sentiment analysis step in the target domain.

After the sentiment analysis step is completed, we generate a dataset consisting of topics and emotions observed over time (Figure ?? - Step 6). This dataset is used for causal structure learning with the purpose of building a causal graph of topics and emotions (Figure ?? - Step 7). In this work, we adopt the method proposed by Vinod [?] for detecting stochastic causality, which is described next.

**Stochastic Causality**

Vinod [?] developed kernel causality by extending Granger’s ideas when data is not necessarily a time series. He mentions the following about Granger’s notion:

> “However, this is needlessly restrictive and inapplicable for human agents (who read newspapers) acting strategically at time \( t \) in anticipation of events at time \( t + 1 \).”

To avoid the assumptions of linearity, parametric definitions or temporal precedence in the causality analysis, he constructs a test that exploits the asymmetries of explaining \( X_i \sim f(X_j) \) and \( X_j \sim f(X_i) \), where \( f \) denotes a density function and \( \sim \) implies a similarity or equivalence between the elements involved. This test has also the advantage of relying only on passively observed data. This is in contrast to the application of interventions and manipulations as part of a randomized experiment.

Vinod extends the concepts defined in [?], where in contrast to the theory of deterministic causality, causality can be defined in a probabilistic manner, which tolerates noise and violations of the causal path between cause and effect. Formally, we say that \( X_i \) causes \( X_j \) if

\[
P(X_j \mid X_i) > P(X_j) \text{ a.e.,}
\]

where “a.e.” denotes almost everywhere. Then, instead of writing this inequality with probabilities, we could express it in terms of the conditional densities\(^1\):

\[
f(X_j \mid X_i) > f(X_j) \text{ a.e.}
\]

When working with densities instead of probabilities, we have the advantage of using multiple regression to remove the effect of control variables, which are not readily available for probabilities of events. Taking into account that logically consistent probabilistic causality theory must retain robust asymmetry, i.e., not showing a causality

\(^1\)While the inequality is originally defined using conditional probabilities, for the sake of simplicity we use conditional densities. For more details see [?]
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relation when cause and effect are swapped, Vinod’s causality test can now be stated in terms of the differences between $f \left( X_j \mid X_i \right)$ and $f \left( X_i \mid X_j \right)$. Then, to exploit these asymmetries, Vinod [?] introduces a series of criteria to determine if a time series is stochastically dominant over another time series.

The definition of stochastic kernel causality assumes that three conditions should be met: (A1) conditional expectation functions are consistently estimated, (A2) data generating processes are standardized, and (A3) $X_k$ are control variables (no confounders). Then, we say that “$X_i$ causes $X_j$”, i.e., $X_i \rightarrow X_j$, if and only the absolute errors predicting $X_j$ are smaller than the errors in predicting $X_i$, when using $\hat{f}$ as a prediction method. Instead of true (unknown) errors, we have the empirical residuals $e$ in the following form:

$$\left| e_{j\mid ik} \right| = \left| X_j - E \left[ \hat{f} \left( X_j \mid X_i, X_k \right) \right] \right| < \left| X_i - E \left[ \hat{f} \left( X_i \mid X_j, X_k \right) \right] \right| = \left| e_{i\mid jk} \right| .$$

Kernel regressions are used to obtain these residuals (hence the denomination “Stochastic Kernel Causality”). Vinod [?] points out two advantages of using this approach: (a) kernel regression fits are generally better than parametric linear or non-linear regressions (given the smoothness characteristics of the method); (b) kernel regressions do not place any unnecessary restrictions on the unknown conditional expectation functions (no need for assumptions on the distributional properties of parameters).

A kernel regression for a time series of length $T$ can be defined as:

$$X_{jt} = G_1 \left( X_{it} \right) + \epsilon_{j\mid i}, \quad t = 1, \ldots, T,$$

and

$$G_1(X) = \frac{\sum_{i=1}^{T} X_j K \left( \frac{X_{it} - X}{h} \right)}{\sum_{i=1}^{T} \kappa \left( \frac{X_{it} - X}{h} \right)} ,$$

where $K(\cdot)$ is a Gaussian kernel, $\epsilon_{j\mid i}$ is the empirical residual, and $h$ is the bandwidth chosen by leave-one-out cross-validation as in [?].

To build an index that measures the strength of the causal relations based on the residuals resulting from the asymmetry exercise, Vinod proposes three criteria, if $X_i$ is the cause:

- **Criterion 1**: Model 1 defined as $X_k = G_1 \left( X_i \right)$, is better than Model 2 ($X_i = G_2 \left( X_k \right)$) in minimizing local kernel regression gradients.
- **Criterion 2**: The estimated absolute residuals of Model 1 should be smaller than those of Model 2.
- **Criterion 3**: The prediction accuracy of Model 1 is higher in terms of the coefficient of determination, i.e., $R^2$, than that of Model 2.

---

§For the sake of simplicity the definition is shown without the control variables $X_k$, which can be added to the equation.
The first two criteria are evaluated using statistical dominance [?]. With all the information obtained by the exercise of analyzing the three criteria above, the strength index is built, which takes values ranging from 0 to 100. In this work, we define a causal relation between two variables (topic and/or sentiment) if the strength index is exactly equal to 100, which implies that all the criteria signal the causal path in the same direction.

In an example used in [?], crime and deployment of police officers are displayed as a time series, and its correlation was 0.99. Despite this high correlation, the method correctly detects the direction of causality. The example shows that the causality detection method is useful in contexts of high correlation between variables.

The methodology can be summarized in a few steps for the practitioner. Given a set of variables representing time series:
(i) assume no confounder variables are present (all are control variables), this step requires theoretical a priori information;
(ii) standardize the time series;
(iii) define a desired threshold of strength in the statistical dominance index (this choice leads to a trade-off between precision and recall in the recovered causal relationships); and
(iv) build and analyze the resulting causal graph.

Next section presents the results obtained from applying the proposed methodology on real-world data. We used the R package generalCorr¶ provided in [?] for the causality analysis. To standardize the time series we used the function standardize from the R package RobustHD∥ [?], which transforms the values to have zero mean and a one unit standard deviation.

Results and Discussion

This section presents the results obtained from applying the proposed methodology to the described dataset. By interpreting the obtained results, we offer insight into our research questions and emphasize the utility of the stochastic causality test adopted in our proposal.

To answer our research questions, we will now discuss how our different time series correlate and whether causal relationships exist. In Figures ?? and ?? we can see the difficulty of the problem at hand given that the time series of topics and sentiments show high correlation coefficients. This highlights the utility of the stochastic causality test, given that it has good properties in high correlation contexts, as it was mentioned in the methodology section.

For instance, the time series of tweets associated with the topics economics and government show a high correlation coefficient (0.95 as it is shown in Figure ??), and yet, there is no causality found between these time series (Figure ??). We see a similar

¶https://rdocumentation.org/packages/generalCorr/versions/1.2.1
∥https://rdocumentation.org/packages/robustHD/versions/0.7.2
relation between the time series corresponding to economics and environment (with a slightly higher correlation coefficient, i.e., 0.97) as shown in Figure 3, but in this case, a causality relation is found (i.e., economy-related tweets generate posts on environment concerns). As a last example with economics, we can see a relation with society topics, where the correlation is also highly significant, and the causal relation found with the test renders society as the cause (Figure 4).

**Figure 3.** Occurrences of topics (Y axis) over time (X axis).

![Figure 3](image)

**Note:** The vertical lines delimit the three time periods, namely 2018, 2020 and 2021.

**Figure 4.** Occurrences of sentiments (Y axis) over time (X axis).

![Figure 4](image)

**Note:** The vertical lines delimit the three periods, namely 2018, 2020 and 2021.

The correlation matrix resulting from the generalized asymmetry test has correlation coefficients ranging from 0.9066 to 0.9980. In the cases used as examples, the coefficient for economics $\rightarrow$ environment is 0.9732, while after the relation is flipped, the coefficient...
Figure 5. Histograms and correlation between economics and government.

Note: Var1 is Economics and Var2 is Government. The top-right panel displays the correlation coefficient and its statistical significance (in this case, significant at 1% level).

Figure 6. Histograms and correlation between economics and environment

Note: Var1 is Economics and Var2 is Environment. The top-right panel displays the correlation coefficient and its statistical significance (in this case, significant at 1% level).

for environment → economics is 0.9746. The causality was significant in the latter case only.

As we mentioned in the previous section, we state that there is a causal link between two variables if the strength index is equal to 100 (i.e., all the criteria point to the same causal direction). For each pairwise evaluation, the remaining variables in the dataset (both remaining topics and sentiments) were added as control variables. The resulting graph depicting all pairwise causality relations can be seen in Figure ???. The first aspect that stands out is that the graph is not fully connected. Another observation is the absence
Figure 7. Histograms and correlation between economics and society.

Note: $\text{Var}_1$ is Economics and $\text{Var}_2$ is Society. The top-right panel displays the correlation coefficient and its statistical significance (in this case, significant at 1% level). 

of bidirectional edges, which is a property of any causal graph obtained by the causal structure learning method that we applied.

A summary of all causal relations can be found in Tables ?? and ?? . The first column of the first table is sorted by how frequent the node is as the cause of other nodes. The first column of the second table is sorted by how frequent the node is as the effect of other nodes acting as the cause. The statistics resulting from these relations can be summarized as out-degree and in-degree values, which can be seen in Table ??.

Some interesting observations are worth highlighting. As we indicated in the previous section, despite the common pattern of high correlation coefficients between different time series pairs, only a small subset of significant causality relations was identified (compared to the full set of possible edges in the graph). The high correlation between each pair of variables is a natural consequence of the fact that whenever there is an increase in the activity associated with any topic or any sentiment the activity associated with any other topic or sentiment also increases. The test applied in our analysis can reveal whether such a high correlation represents a cause-effect relation or not.

As an answer to our research question, we can state that the proposed methodology discovers significant causality relations among topics and sentiments extracted from the
Figure 8. The graph shows causality relationships among topics and sentiments for Twitter posts centered on different G20 summits.

G20 discussion on Twitter, as shown on the causality graph of Figure ?? and in Tables ?? and ??, we observe that some nodes, such as “Anger” and “Sadness” act as causes of multiple variables, while others, such as “Joy” and “Fear” are the effect of several other variables. Despite the absence of bidirectional edges and the presence of variables that never act as a cause and variables that never act as an effect, the graph contains some cycles, such as “Economics → Environment → Society → Economics”. Interestingly, posts on government topics act only as cause for posts associated with other topics and sentiments.

To empirically test causality it is necessary to use experimental or quasi-experimental methods that allow the effects of variables to be controlled and that can demonstrate a temporal relationship between the cause and effect variables. Hence, it is important to mention that although the proposed methodology suggests the existence of several causal relations, the actual existence of such relations cannot be empirically tested, and hence remains an open question.

Different from existing proposals that look into the interrelation between topics and sentiments, the proposed methodology allows exploring how social media texts can be studied using methods that go beyond correlation analysis and other forms of interaction, such as those captured by joint sentiment-topic models. This novel methodology offers a valuable tool to understand causal relations among topics and sentiments as indicators for causal mechanisms.
Table 3. Causal relations sorted by frequency of the variable acting as cause of the causal relationship.

<table>
<thead>
<tr>
<th>Cause</th>
<th>Effect</th>
<th>(gR^2) C → E</th>
<th>(gR^2) C ← E</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anger</td>
<td>Joy</td>
<td>0.993414</td>
<td>0.993058</td>
</tr>
<tr>
<td>Anger</td>
<td>Sadness</td>
<td>0.992291</td>
<td>0.988326</td>
</tr>
<tr>
<td>Anger</td>
<td>Disgust</td>
<td>0.998067</td>
<td>0.984463</td>
</tr>
<tr>
<td>Anger</td>
<td>Anticipation</td>
<td>0.979100</td>
<td>0.970846</td>
</tr>
<tr>
<td>Anger</td>
<td>Environment</td>
<td>0.989731</td>
<td>0.984737</td>
</tr>
<tr>
<td>Anger</td>
<td>Society</td>
<td>0.996280</td>
<td>0.995460</td>
</tr>
<tr>
<td>Anger</td>
<td>No Emotion</td>
<td>0.963777</td>
<td>0.927117</td>
</tr>
<tr>
<td>Anger</td>
<td>Economics</td>
<td>0.976630</td>
<td>0.971903</td>
</tr>
<tr>
<td>Anger</td>
<td>Fear</td>
<td>0.972600</td>
<td>0.955909</td>
</tr>
<tr>
<td>Sadness</td>
<td>Economics</td>
<td>0.987961</td>
<td>0.986517</td>
</tr>
<tr>
<td>Sadness</td>
<td>Environment</td>
<td>0.996444</td>
<td>0.992219</td>
</tr>
<tr>
<td>Sadness</td>
<td>Disgust</td>
<td>0.984463</td>
<td>0.982098</td>
</tr>
<tr>
<td>Sadness</td>
<td>Fear</td>
<td>0.986808</td>
<td>0.985059</td>
</tr>
<tr>
<td>Sadness</td>
<td>No Emotion</td>
<td>0.958496</td>
<td>0.956717</td>
</tr>
<tr>
<td>Sadness</td>
<td>Joy</td>
<td>0.993514</td>
<td>0.992043</td>
</tr>
<tr>
<td>Economics</td>
<td>Environment</td>
<td>0.974627</td>
<td>0.973195</td>
</tr>
<tr>
<td>Economics</td>
<td>Anticipation</td>
<td>0.994376</td>
<td>0.992990</td>
</tr>
<tr>
<td>Economics</td>
<td>Joy</td>
<td>0.984088</td>
<td>0.982345</td>
</tr>
<tr>
<td>Economics</td>
<td>Fear</td>
<td>0.985095</td>
<td>0.982345</td>
</tr>
<tr>
<td>Government</td>
<td>Environment</td>
<td>0.964022</td>
<td>0.956268</td>
</tr>
<tr>
<td>Government</td>
<td>Anticipation</td>
<td>0.977168</td>
<td>0.969597</td>
</tr>
<tr>
<td>Government</td>
<td>Disgust</td>
<td>0.959444</td>
<td>0.945011</td>
</tr>
<tr>
<td>Government</td>
<td>Fear</td>
<td>0.957164</td>
<td>0.953282</td>
</tr>
<tr>
<td>Environment</td>
<td>Trust</td>
<td>0.982027</td>
<td>0.976416</td>
</tr>
<tr>
<td>Environment</td>
<td>Anticipation</td>
<td>0.982717</td>
<td>0.972535</td>
</tr>
<tr>
<td>Environment</td>
<td>Society</td>
<td>0.980642</td>
<td>0.974933</td>
</tr>
<tr>
<td>Society</td>
<td>Disgust</td>
<td>0.99223</td>
<td>0.990296</td>
</tr>
<tr>
<td>Society</td>
<td>Anticipation</td>
<td>0.982887</td>
<td>0.972535</td>
</tr>
<tr>
<td>Society</td>
<td>Economics</td>
<td>0.974627</td>
<td>0.973195</td>
</tr>
<tr>
<td>Disgust</td>
<td>Economics</td>
<td>0.970925</td>
<td>0.961061</td>
</tr>
<tr>
<td>Disgust</td>
<td>Environment</td>
<td>0.988444</td>
<td>0.982021</td>
</tr>
<tr>
<td>Surprise</td>
<td>Economics</td>
<td>0.972045</td>
<td>0.967033</td>
</tr>
<tr>
<td>Surprise</td>
<td>Fear</td>
<td>0.963680</td>
<td>0.929908</td>
</tr>
<tr>
<td>No emotion</td>
<td>Economics</td>
<td>0.970925</td>
<td>0.949100</td>
</tr>
<tr>
<td>Trust</td>
<td>Joy</td>
<td>0.993360</td>
<td>0.989945</td>
</tr>
<tr>
<td>Anticipation</td>
<td>Fear</td>
<td>0.991003</td>
<td>0.986429</td>
</tr>
</tbody>
</table>

Note: \(gR^2\) denotes the generalized asymmetric goodness of fit coefficient. It can be observed that values of the third column are always higher than those of the fourth column.

Conclusions and Future Research

This work proposed a novel methodology aimed at building causal graphs that represent the relations among topics and emotions in social media. The applied causality discovery process uses stochastic dominance, which relies on observational data only and does not...
Table 4. Causal relations sorted by frequency of the variable acting as effect of the causal relationship.

<table>
<thead>
<tr>
<th>Effect ← Cause</th>
</tr>
</thead>
<tbody>
<tr>
<td>Economics</td>
</tr>
<tr>
<td>No Emotion</td>
</tr>
<tr>
<td>Economics</td>
</tr>
<tr>
<td>Sadness</td>
</tr>
<tr>
<td>Economics</td>
</tr>
<tr>
<td>Disgust</td>
</tr>
<tr>
<td>Economics</td>
</tr>
<tr>
<td>Surprise</td>
</tr>
<tr>
<td>Economics</td>
</tr>
<tr>
<td>Anger</td>
</tr>
<tr>
<td>Economics</td>
</tr>
<tr>
<td>Society</td>
</tr>
<tr>
<td>Fear</td>
</tr>
<tr>
<td>Sadness</td>
</tr>
<tr>
<td>Fear</td>
</tr>
<tr>
<td>Surprise</td>
</tr>
<tr>
<td>Fear</td>
</tr>
<tr>
<td>Anticipation</td>
</tr>
<tr>
<td>Fear</td>
</tr>
<tr>
<td>Anger</td>
</tr>
<tr>
<td>Fear</td>
</tr>
<tr>
<td>Economics</td>
</tr>
<tr>
<td>Environment</td>
</tr>
<tr>
<td>Economics</td>
</tr>
<tr>
<td>Government</td>
</tr>
<tr>
<td>Environment</td>
</tr>
<tr>
<td>Anger</td>
</tr>
<tr>
<td>Environment</td>
</tr>
<tr>
<td>Sadness</td>
</tr>
<tr>
<td>Environment</td>
</tr>
<tr>
<td>Disgust</td>
</tr>
<tr>
<td>Anticipation</td>
</tr>
<tr>
<td>Economics</td>
</tr>
<tr>
<td>Anticipation</td>
</tr>
<tr>
<td>Environment</td>
</tr>
<tr>
<td>Society</td>
</tr>
<tr>
<td>Anticipation</td>
</tr>
<tr>
<td>Government</td>
</tr>
<tr>
<td>Anticipation</td>
</tr>
<tr>
<td>Anger</td>
</tr>
<tr>
<td>Disgust</td>
</tr>
<tr>
<td>Society</td>
</tr>
<tr>
<td>Disgust</td>
</tr>
<tr>
<td>Government</td>
</tr>
<tr>
<td>Disgust</td>
</tr>
<tr>
<td>Anger</td>
</tr>
<tr>
<td>Disgust</td>
</tr>
<tr>
<td>Sadness</td>
</tr>
<tr>
<td>Joy</td>
</tr>
<tr>
<td>Economics</td>
</tr>
<tr>
<td>Joy</td>
</tr>
<tr>
<td>Anger</td>
</tr>
<tr>
<td>Joy</td>
</tr>
<tr>
<td>Trust</td>
</tr>
<tr>
<td>Joy</td>
</tr>
<tr>
<td>Sadness</td>
</tr>
<tr>
<td>Society</td>
</tr>
<tr>
<td>Environment</td>
</tr>
<tr>
<td>Society</td>
</tr>
<tr>
<td>Anger</td>
</tr>
<tr>
<td>No Emotion</td>
</tr>
<tr>
<td>Anger</td>
</tr>
<tr>
<td>No Emotion</td>
</tr>
<tr>
<td>Sadness</td>
</tr>
<tr>
<td>Sadness</td>
</tr>
<tr>
<td>Trust</td>
</tr>
<tr>
<td>Environment</td>
</tr>
<tr>
<td>Anger</td>
</tr>
<tr>
<td>Government</td>
</tr>
<tr>
<td>No cause</td>
</tr>
<tr>
<td>Surprise</td>
</tr>
<tr>
<td>No cause</td>
</tr>
</tbody>
</table>

require any assumptions of linearity, parametric definitions, or temporal precedence. To illustrate the application of the methodology in a specific scenario this work analyzed topics addressed at different G20 summits to determine whether causality relations exist among topics and sentiments that Twitter users express in their posts.

Recently, there has been considerable interest among researchers about using social media content as a means to monitor and measure how people discuss a variety of
Table 5. Out-degree and in-degree graph statistics.

<table>
<thead>
<tr>
<th>Node</th>
<th>Out-Degree</th>
<th>In-Degree</th>
</tr>
</thead>
<tbody>
<tr>
<td>Topics</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Environment</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>Economics</td>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td>Government</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>Society</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>Sentiments</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Anger</td>
<td>9</td>
<td>0</td>
</tr>
<tr>
<td>Sadness</td>
<td>6</td>
<td>1</td>
</tr>
<tr>
<td>Disgust</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>Anticipation</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>No-Emotion</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Surprise</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>Joy</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>Trust</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Fear</td>
<td>0</td>
<td>6</td>
</tr>
</tbody>
</table>

topics. Different from most approaches in social media analysis, in which patterns of associations are derived from regressions, correlations or frequent pattern mining, the proposed approach focuses on deriving causality relations by exploiting the asymmetries of explaining a variable from another variable. The proposal departs from the mainstream econometric causality techniques that rely on the Granger causality test and impose strict conditions on how observations are sorted in a time series. Instead, the technique adopted in our analysis applies stochastic causality based on stochastic dominance, which extends Granger’s ideas when the data is not necessarily structured as a time series.

The application of the proposed methodology to the G20 domain provided insight into the research question of how to build a causal graph that represents causal relations among topics that were addressed at different G20 summits and the sentiments that social media users expressed in their posts. As a result, we derived a graph that represents the causal relations among four main recurring topics discussed at different G20 editions (government, society, environment & health, and economics), eight primary emotions based on Plutchik’s theory (anger, fear, sadness, disgust, surprise, anticipation, trust, and joy), and no emotion. The graph offers a snapshot of the existing causal relationships among all the analyzed topics and sentiments by providing at the same time centrality information of each node both as a cause and as an effect.

The proposed methodology opens a new direction in the analysis of the relationship between topics and emotions in social media. It differentiates from existing work in topic-sentiment modeling in several ways. In terms of generality and scale, it can be applied under different scenarios to massive volumes of text data to identify causal relationships among the topics that are being addressed and the expressed emotions. It also emphasizes how causality analysis can offer a more powerful tool than interaction analysis. Causality
analysis not only indicates a relation between topics and sentiments but also helps understand why specific sentiments arise in different scenarios. Understanding the cause of prevailing emotions in social media can help predict future events, and prevent or control them in the future. The proposed approach can replace or supplement other indicators typically used to predict future outcomes, such as opinion polls. Such an approach can naturally complement other existing proposals to derive insights into how citizens view particular government decisions or public policies [? , ? , ?]. For instance, by investigating the Chilean citizens’ reactions expressed on social media about the topic “new constitution”, it could have been possible to detect that these reactions were mostly associated with “anger” and “fear” rather than with “joy”. This analysis could have led to predict the voters’ choice in September 2022 to reject a draft constitution that was due to replace the one drawn up under Augusto Pinochet’s military rule. Anticipating this kind of outcome may have helped the Chilean constitutional convention to identify some flaws in the proposal and reformulate it.

Since stochastic causality relies on deciding the causal direction between a pair of variables by exploiting the causal asymmetries, the proposed approach is unable to capture bidirectional causality. This constraint results in discarding some potentially useful causal relationships from the derived causal graph. For instance, we observe that “Anger” is the cause of nine other variables but it is never the effect of any other variable. This is due to the fact that the generalized asymmetric goodness of the fit coefficient is always higher when “Anger” represents a cause than when it represents an effect. We contend that the existing nonbidirectionality constraint gives rise to some limitations that would require extending the proposed technique with additional steps that could complement the criteria adopted by Vinod’s causality test. This could be achieved by combining stochastic causality with other causal discovery approaches through the implementation of an ensemble technique. However, this analysis is beyond the scope of the present work and will be considered for future research.

Another area for future work is to investigate the interrelation between information derived from social media data and socio-economic variables. While the former is more abundant the latter is typically more precise. We believe that the integration of both kinds of data will offer greater explainability, resulting in richer and more informative causal graphs.

**Data Availability**
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