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Abstract. Several research areas are being faced with data matrices
that are not suitable to be managed with traditional clustering, regres-
sion, or classification strategies. For example, biological so-called omic
problems present models with thousands or millions of rows and less
than a hundred columns. This matrix structure hinders the successful
progress of traditional data analysis methods and thus needs some means
for reducing the number of rows. This article presents an unsupervised
approach called PreCLAS for preprocessing matrices with dimension
problems to obtain data that are apt for clustering and classification
strategies. The PreCLAS was implemented as an unsupervised strategy
that aims at finding a submatrix with a drastically reduced number of
rows, preferring those rows that together present some group structure.
Experimentation was carried out in two stages. First, to assess its func-
tionality, a benchmark dataset was studied in a clustering context. Then,
a microarray dataset with genomic information was analyzed, and the
PreCLAS was used to select informative genes in the context of classi-
fication strategies. Experimentation showed that the new method per-
forms successfully at drastically reducing the number of rows of a matrix,
smartly performing unsupervised feature selection for both classification
and clustering problems.

Keywords: Clustering tendency · Classification strategies ·
Evolutionary algorithm · Unsupervised feature selection · Microarray
data analysis

1 Introduccion

A well-known and extensively studied subject in machine learning, statistics
and information theory is the dimensionality problem: matrices with a structure
“n � N” where N (number of rows) is much larger than n (number of columns).
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In this work, the objective is to present a novel unsupervised manner for selecting
a manageable amount of rows suitable for classification and clustering methods.

A vital issue rarely discussed in data mining studies is the fact that clustering
techniques always find clusters, whether or not real groups of coherent values
genuinely exist in the structure of data under analysis. Then, clustering meth-
ods can contradict the proverb “from where there is nothing, you cannot get
something”. If the k-means algorithm is given a randomly generated matrix to
find three clusters, the method yields three clusters, even though no real groups
exist. Therefore, it should be required to perform some previous study to the
structure of the matrix, to establish whether it is coherent to look for clusters
in it. This study is called “clustering tendency”. The Hopkins statistic [15,17]
constitutes an appropriate measure for evaluating the clustering tendency of a
matrix. In this context arose the main inspiration for the design of the method:
an unsupervised instance reduction method that diminishes the number of rows
using as a measure of choice the idea of keeping those rows that show some
submatrix structure suitable for grouping techniques, whenever this submatrix
truly exists. Obtaining a submatrix with this structure is also beneficial for clas-
sification methods, as it will be shown later. To the best of our knowledge, no
strategy performs unsupervised feature selection based on this criterion.

The method, called PreCLAS, is implemented as an evolutionary algorithm
that funds the selection of features based on clustering tendency studies. In this
context, the Hopkins statistic is used to analyze whether the data are uniformly
distributed. The measure is simple and intuitive. It is based on the difference
between the distance from a real point to its nearest neighbor (dr) and the dis-
tance from a randomly artificial generated point to its nearest neighbor (da). In
this work, the implementation of the Hopkins statistic corresponds to the one
provided by the <clustertend> R package. The idea is the following: when
data contains no group structure, the distance among real points and their real
neighbor points is approximately the same as the distance from uniformly dis-
tributed random artificial points to their nearest real neighbor points. On the
other hand, if data contains some cluster structure, that distance increases.

The ultimate goal of this research is to apply the new method to bioin-
formatics problems of microarray data analysis. Microarray experiments obtain
expression data from thousands of genes for a few samples, presenting this data
as a matrix that exhibits the “n � N” form. Microarray data analysis includes
statistics, supervised and unsupervised techniques, generally categorized as class
discovery, class prediction, or class comparison. In this context, our method arises
for selecting some informative genes in a matrix without using information
about the samples. This is carried out because many times, microarray exper-
iments present information about SOME of the samples, but not about all of
them. Then it is important to count with a tool that analyses the matrix in
an unsupervised manner. The final aim is to demonstrate whether those genes
are representative of the classes that are defined in the dataset to constitute a
useful input for classification algorithms. It is well known that a classification
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algorithm will perform accordingly to the quality of the examples that are used
to train it.

It is also important to remark that a low number of samples makes it very
difficult to create predictive models. First, some machine learning algorithms,
such as linear discriminant analysis (LDA), cannot be applied if the number of
observations is less than the number of predictors. Secondly, even though all the
genes can be incorporated in the model (SVM), if many of them do not contribute
more than noise to the model, this diminishes the predictive capacity when
applied to new observations (overfitting). Moreover, most genes in microarray
experiments are not of interest. Less than 10% manifest the hidden phenotypes,
and therefore, are immersed in large amounts of noise. The uncertainty about
which genes are relevant hinders the process of selecting informative genes.

On the whole, the idea is the following: differentially expressed genes between
samples naturally generate a structure of groups in the matrix. Then, if the algo-
rithm can select a reduced group of differentially expressed genes from matri-
ces with dimension problems, it constitutes an unsupervised feature selection
method that can be used before classification and clustering techniques. The
importance of this unsupervised step lies in the fact that many times the microar-
ray datasets do not contain class information for all the samples that are in gen-
eral, very few. As far as we know, no widely accepted method performs feature
selection for classification and clustering in an unsupervised manner.

2 Related Work

Data preprocessing is one of the most critical stages in data mining and knowl-
edge discovering processes. Nowadays, data is massively being produced and
stored to be studied and analyzed. As it is well known, this massive produc-
tion of data also carries substantial amounts of redundant, noisy, faulty, and
irrelevant information. This scenario has yielded the development of different
preprocessing steps that can imply tasks such as data filtering, outlier detec-
tion, feature extraction, feature selection, and instance reduction. These kinds
of functions have extensively been studied in machine learning, statistics, and
information theory. In particular, the so-called feature extraction, feature selec-
tion, and instance selection problems are aimed at reducing the dataset size to
facilitate the inference process of the machine learning method to be applied.
The feature selection problem has been approached in different contexts by sev-
eral authors [10,19]. Most basic techniques assume that the dataset at hand can
be represented for a percentage of the total data, and select this portion in a
heuristic way or by some systematic way [16], but numerous methods that are
more sophisticated have been proposed. However, many of those methods are for-
mulated and evaluated in the data classification scenario [1,22], or the regression
scenario [2,11] but not for clustering, and even less in the case of the matrices
n � N . On the other hand, several works are mainly focused on normaliza-
tion, noise reduction, or faulted data correction [6,14]. Alternatively, different
authors have designed other methods concentrating primarily on the selection
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of a few features that may be considered as the representative of the whole
dataset [18,20]. Unlike these works, the PreCLAS method is directly intended
to reduce the number of rows by finding the submatrix with the best group struc-
ture, i.e., not necessarily discarding objects that are similarly representative of
the dataset structure, but trying to keep all the subsets of features that can be
grouped in clearly defined clusters, whenever they exist.

Regarding the use of Evolutionary Algorithms on feature selection problems,
there are also several works to mention. In [7], the authors reviewed some of
the most relevant methods, and, since then, other evolutionary inspired methods
have been proposed [4,25]. As in the case of the works mentioned in the previous
section, many of the evolutionary techniques are thought and evaluated in the
classification scenario [4,13,25] and aiming at selecting some few representative
instances [13,24], or in the regression scenario [2]. As it can be seen from the
available literature, the feature selection problem has been approached from
diverse angles and with different purposes, but, to the best of our knowledge,
they are not directly comparable with the one proposed in the present article,
mainly because it works without information about the classes.

3 The Method: PreCLAS

The method presented in this article was implemented as a Genetic Algorithm
(GA). GAs are metaheuristic adaptive methods used to solve NP search and
optimization problems. They are based on the genetic process of living organ-
isms. Across generations, populations evolve in nature following the principles
of natural selection and the survival of the fittest, postulated by Darwin [5].
Simulating that process, GAs can create near-optimal solutions for many real-
world problems. The individuals of the population represent solutions to the
addressed problem. Basic principles of GAs were posed by Holland [12], and are
well described in several texts, such as Goldberg [9]. In this context, PreCLAS is
a GA implemented in R that receives a matrix of real numbers and an optional
parameter for the number of rows of the resulting submatrix. Details on the
algorithm are given below.

Individuals are vectors of 50 integer numbers that vary from 1 to the num-
ber or rows of the original matrix; they are values corresponding to feasible row
indices. In this manner, each individual is a list of indices of fixed length that
indicates which rows should be kept. As individuals represent different reductions
of that matrix, the evaluation consists of calculating the Hopkins statistics of
each submatrix. An initial population of 50 individuals is created with a substan-
tial restriction: they must overcome a clustering tendency threshold of quality,
which means that very inconvenient individuals (according to their fitness) are
not allowed in the initial population. The creation of each individual is repeated
until an acceptable value of the statistical threshold is obtained. Then, the fittest
individuals of the population are kept by a binary tournament procedure, where
two individuals are randomly selected, and the one with the best fitness value
passes to the next generation.



176 J. A. Carballido et al.

The combination of genetic information is performed using ad-hoc designed
set operations. Parents are selected, and the indices of rows contained in each of
them are combined into a “super father”. An intersection is also performed to
see how many and which indices appear repeated between parents. Afterward,
the first son is constructed selecting some indices from the “super father” and
completing the number of indices with the ones that were found repeated in the
intersection. The second son contains the remaining indices, also filled with the
repeated ones. The crossover probability is 0.7. Finally, the mutation operation
ends the process of obtaining the new descendant. In this implementation, indi-
viduals selected for mutation are randomly replaced. In this way, the operator
introduces the right level of randomness for exploration purposes. The mutation
probability is 0.3. A maximum number of 200 generations is established. In addi-
tion, the algorithm informs whether a submatrix with a reasonable clustering ten-
dency could be obtained. Parameters of population size, probability of mutation
and crossing, and the number of generations were empirically established.

4 Results and Discussion

4.1 Simple Performance Assessment

The functioning of this prototype was verified, analyzing a benchmark dataset
used for conglomerate studies. The study case Ruspini [21] consists of 75 obser-
vations on two variables, x, and y. As can be seen in Fig. 1 (left), the separation
into four clusters is visually recognizable. Some noise was added to the matrix,
enlarging it to double its size with random values and maintaining the cluster
structure (see Fig. 1). This new matrix was called RuspBIG. In this context, the
hypothesis was about PreCLAS being able to find the submatrix from RuspBIG
that exhibits a good clustering tendency.

Fig. 1. Benchmark data distribution.

Starting from RuspBIG, two algorithms were used to reduce it: The Pre-
CLAS and a RANDOM search algorithm. Both algorithms reduced the matrix
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to 70 rows. One hundred independent runs were performed for each of them. As
a first measure, we obtained the mean Hopkins values from the 100 resulting
sub-matrices (the best of each run). The results were: mean Hopkins value of
the 100 PreCLAS sub-matrices = 0.2912351 and for RANDOM sub-matrices
= 0.4611668.

As it was expected, the sub-matrices found by PreCLAS exhibited a better
Hopkins value since it is closer to 0, and the confidence intervals showed a sta-
tistically significant difference between the mean values, as they do not overlap
each other. This result was also expected because this measure precisely guides
the evolution of the genetic algorithm. For visual aims, we randomly selected one
submatrix yielded by each algorithm to see how the visualization method VAT [3]
represents each of them. Figure 2 shows that a clustering tendency is more evi-
dent in the matrix obtained from PreCLAS. The next stage consisted of applying
the K-means algorithm, with k = 4 to each reduced matrix. Final values found
by each of the methods from all the trials were: PreCLAS: Hopkins mean = 0.29
(CI [0.28, 0.3]) and Silhouette mean = 0.51 (CI [0.5, 0.51]); RANDOM: Hopkins
mean = 0.46 (CI [0.45, 0.47]) and Silhouette mean = 0.4 (CI [0.44, 0.45]).

Fig. 2. VAT for data after PreCLAS reduction (left-hand side) and VAT for data after
random modification (right-hand side).

A better performance was achieved by the clustering algorithm when the
PreCLAS yielded the submatrix. When selecting one result after clustering from
each sub-matrix obtained by PreCLAS and RANDOM, it can be graphically
shown that the clusters found after PreCLAS (Fig. 3, left-hand side) look more
coherent than those found after the RANDOM reduction (Fig. 3, right-hand
side).
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Fig. 3. Clusters after PreCLAS reduction (left-hand side) and after RANDOM reduc-
tion (right-hand side)

4.2 A Bioinformatics Example

The dataset used for this stage of the experimentation is the GSE43346 [23]. This
dataset was obtained from GEO [8], a public functional genomics data repository.
It belongs to a study of human small cell lung cancer (SCLC), with gene expres-
sion data represented in a matrix of 54675 probes and 68 samples, of which 23 are
clinical SCLC, 42 are normal tissue samples, and 3 are SCLC cell lines. First, this
original matrix was reduced to eliminate rows with no variance. With this initial
standard reduction method, the number of rows decreased from 54675 to 27284
(called from now OriginalReduced Matrix). This is one of the most common math-
ematical (unsupervised) manners of reducing the number of rows. However, note
that this ranking is a very rudimentary way to select a subset of genes.

Moreover, this amount of genes is still not practicable for most classifiers.
Hypothesis: Is a submatrix yielded by the PreCLAS a good alternative for clas-
sification purposes? The analysis was performed as follows:

1. The 50 genes (rows) with the highest variance are selected from the original
reduced matrix. Then, nine genes are randomly selected from this matrix and
form a new 9 by 68 matrix (from now on, this matrix will be called matrix A).

2. On the other hand, the PreCLAS was executed over the original reduced
matrix to select 50 rows. Then, nine genes are also randomly selected from
this other matrix and form a new 9 by 68 matrix (from now on, this matrix
will be called matrix B).

3. The differential expressions of matrices A and B are calculated and showed
in Figs. 4 and 5.

As can be seen in Figs. 4 and 5, the genes selected by PreCLAS (Fig. 5)
are more representative of the classes, even though the method is
unsupervised.
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Two classification methods trained and tested with matrix B worked well:
a purely statistical method LDA (linear discriminant analysis), and machine
learning SVM (support vector machine) method.

Fig. 4. Differential expression of 9 randomly selected genes from matrix A (50 rows
with the highest variance).

Fig. 5. Differential expression of 9 randomly selected genes from matrix B (PreCLAS).
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5 Conclusions

In unsupervised classification, more precisely clustering, interactions between
objects are intensely affected by matrices with dimensionality problems, since
a vast majority of the features are likely to be uninformative, but will however
contribute to the computed similarity metrics. In supervised classification, the
effect might be even worse: a program is trained to identify classes based on
unauthentic differences found in any combination of the input variables. It is
thus essential, for both supervised and unsupervised classification, to perform
some feature selection before applying any data mining strategy.

In this paper, we present the PreCLAS, a method that aims at reducing
the number of rows of matrices with dimension problems tailing clustering and
classification purposes. In other words, a submatrix is searched so that, if there
exists a structure in the original matrix that presents a good clustering tendency,
the PreCLAS tends to find it. With this aim, the PreCLAS was implemented as
a genetic algorithm where the fitness function maximizes the Hopkins statistic,
and evolutionary operators, as well as the selection process, were designed in
an ad-hoc manner. Given a matrix with a considerable number of rows, Pre-
CLAS returns a submatrix with a reasonable clustering tendency. For testing
purposes, a first study case was constructed, enlarging with noise a benchmark
clustering dataset. It could be observed that clustering results were better for
matrices reduced by the PreCLAS, compared with clustering results of matri-
ces reduced by a random algorithm. To the best of our knowledge, there is no
other unsupervised method that reduces a matrix to find a submatrix presenting
coherent groups. Finally, it was revealed that the reduction performed by Pre-
CLAS is also useful as a filter method for classification strategies. This feature
was assessed with a real-world study case of lung cancer, where the classifiers
trained with the resulting reduced submatrix exhibited excellent results. Further
studies and discussion remain, but this constitutes a promising achievement that
will be approached in-depth to implement a pipeline. The ultimate goal is to use
PreCLAS as a filtering step in the context of a complete platform for microarray
data analysis.
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